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1 
Introduction: 

Imagining the Networked Information Society 
 

 

 

 Over the last two decades, the rapid evolution of networked informa-
tion and communication technologies has catalyzed equally rapid change in the 
organization of economic and social activity. Spurred by the perceived eco-
nomic opportunities and threats that new digital technologies create, powerful 
actors have endeavored to define and channel flows of information in ways that 
serve their goals. Those efforts have led to prolonged and often bitter struggles 
over the content of law, the design of technology, the structure of information 
markets, and the ethics of information use. In addition, they have stimulated 
heated scholarly and policy debates about what a good information society 
should look like. 

 The ongoing debate among U.S. legal scholars and policy makers about 
the structure of the networked information society has two odd features. First, 
the emerging regime of information rights and privileges is publicly justified in 
terms of economic and political liberty, but as a practical matter, it allows indi-
viduals less and less control over information flows to, from, and about them-
selves. In particular, the commercial, legal, and technical infrastructures that 
define the individual experience of the network are converging around rela-
tively strong default protection for intellectual property rights in information—
most notably copyright and trade secrecy—and relatively weak protection for 
individual privacy. To an extent, the explanation for this is political. Advocates 
of strong copyright and advocates of weak privacy share interests in strengthen-
ing the commodification of information and in developing infrastructures that 
render individual activity transparent to third-party observers. Those entities 
wield considerable political and economic clout. But the gap between the rheto-
ric of liberty and the reality of diminished individual control is nonetheless 
striking. 

 Second, despite their practical convergence, legal and policy discus-
sions about control of cultural information and control of personal information 
have remained largely separate. For the most part, the leading scholarly books 
on these topics do not acknowledge, much less attempt to explore, the intercon-
nections. Within the wider public policy arena, copyright and privacy issues are 
rarely linked. To an extent, this disconnect also has a political explanation. Ad-
vocates of increased commodification and transparency have nothing to gain 
from highlighting the overlap. Advocates of “free culture” and “access to 
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knowledge,” meanwhile, tend to be uneasy with the limitations on access that 
privacy claims represent, and so have difficulty making common cause with 
privacy advocates across a broad range of issues. This uneasiness produces a 
second rhetorical gap, within which advocacy for human rights and human wel-
fare in the networked information society proceeds as though “openness” were 
the only thing that mattered. 

 This book argues that the two phenomena are linked. The curious di-
vergence between the rhetoric of liberty and the reality of diminished individual 
control and the failure to link copyright and privacy issues more systematically 
on both political and theoretical levels have a common origin. Together, they 
signal deep inadequacies in the conventional ways of thinking about informa-
tion rights and architectures. 

 For the most part, U.S. legal and policy scholarship about the net-
worked information society shares a set of first-order commitments—to indi-
vidual autonomy, to an abstract and disembodied vision of the self, and to the 
possibility of rational value-neutrality—that derive from the tradition of liberal 
political theory within which legal academics are primarily trained. Those 
commitments shape both the prevailing understanding of the legal subject and 
the preferred form of analysis by which a just and intellectually defensible sys-
tem of information rights is to be derived. 

 In each of three areas that the book will explore—copyright in cultural 
creations, privacy interests against surveillance, and the design of the architec-
tures and artifacts that mediate access to networked information resources—a 
common pattern emerges: legal scholarship posits simplistic models of individ-
ual behavior derived from the first-order liberal commitments and then evalu-
ates emerging legal and technical regimes that govern information flow accord-
ing to the models. Theoretical frameworks organized around the core liberal 
individualist themes of expressive and market liberty predominate, regardless 
of their fit with the phenomena under investigation. 

This approach has not served either theory or policy well. The models 
of individual behavior upon which it relies are too narrow both descriptively 
and normatively to yield useful insights into the relationships between copy-
right, creativity and culture; between surveillance, privacy, and subjectivity; 
and between network architecture and social ordering. Moving beyond the 
bounds of liberal political theory is essential if we are to understand the cultural 
work that regimes of information rights do and to appreciate the ways in which 
formally separate regimes of information rights intersect.  

 Human beings and human societies are constituted by webs of cultural 
and material connections. Our beliefs, goals, and capabilities are shaped by the 
cultural products that we encounter, the tools that we use, and the framing ex-
pectations of social institutions. Those processes play out in concrete contexts, 
involving real spaces and artifacts that we encounter as embodied beings. We 
cannot claim to judge cultural and social institutions from a vantage point of 
detached, value-neutral distance, as liberal theory would have us do. But we 
also cannot avoid the necessity of judging. The legal, technical, and institu-
tional conditions that shape flows of information to, from, and about us are of 
the utmost importance not because they promote free speech or free choice in 
markets, but because they shape the sort of subjectivity that we can attain, the 
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kinds of innovation that we can produce, and the opportunities for creation of 
political and ethical meaning that we can claim to offer. 

 This book seeks to remedy legal scholarship’s theoretical deficit and, in 
the process, to develop a unified framework for conceptualizing the social and 
cultural effects of legal and technical regimes that govern information access 
and use. It will ask the sorts of questions with which law traditionally has con-
cerned itself—what regime of information rights is just, and why—but it will 
foreground a set of considerations that legal thinking about those issues has 
tended to marginalize. It will consider how people encounter, use, and experi-
ence information, and how those practices inform the development of culture 
and identity. In particular, it will explore the ways in which social practices of 
information use are mediated by context: by cultures, bodies, places, artifacts, 
discourses, and social networks. From that vantage point, it will consider the 
ways in which the processes of cultural development and self-formation adapt 
to laws, practices, and technologies designed to impose commodification and 
transparency within the information environment. 

 In brief, I will argue that the production of the networked information 
society should proceed in ways that promote the well-being of the situated, em-
bodied beings who inhabit it. That framework owes something to the theory of 
capabilities for human flourishing developed by Martha Nussbaum and Amar-
tya Sen, and more recently applied to questions of information law and policy 
by a number of influential scholars. In the abstract, however, the statement that 
law should promote human flourishing tells us very little about the conditions 
of human flourishing in the networked information society.  

We will see that law- and policy making for the networked information 
society serve the ultimate goal of human flourishing most effectively when they 
attend to the ordinary, everyday ways in which situated, embodied subjects ex-
perience their culture and their own evolving subjectivity, and when they con-
sider the ways in which networked information technologies reshape everyday 
experience. To promote human flourishing in the emerging networked informa-
tion society, information law and policy should foster institutional and technical 
structures that promote access to knowledge, that create operational transpar-
ency, and that preserve room for the play of everyday practice. We will see why 
the politics of “access to knowledge” should include a commitment to privacy, 
and why a commitment to human flourishing demands a more critical stance 
toward the market-driven evolution of network architectures. 

 

Variations on a Common Theme: Freedom and 
Control in Information Policy and Theory 
 Discussions among legal scholars and policy makers about copyright, 
privacy, and the design of network architecture revolve inexorably around the 
central themes of freedom and control. One view of the ideal information soci-
ety, which I will call “information-as-freedom,” celebrates networked informa-
tion technologies because they enable unimpeded, “end-to-end” communication 
and thereby facilitate the growth of a vibrant, broadly participatory popular cul-
ture. The other, which I will call “information-as-control,” celebrates net-
worked information technologies because they enable precise, carefully cali-
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brated control of information flows and thereby facilitate the flourishing of vi-
brant information markets. Few legal scholars advocate either view in its purest 
form all the time. Policy and legal debate about any given topic, however, are 
inevitably driven by the clash between the two, and the different policy pre-
scriptions that they appear to generate. 

 My goal in this book is to focus critical attention on what the free-
dom/control binary leaves out. Upon closer inspection, each vision of the in-
formation society has a hollow core. The self that is to exercise expressive free-
dom, or to benefit from market abundance, remains a mere abstraction, and the 
emergent character of the relation between self and surrounding culture remains 
largely unexplored. Relatedly (and not coincidentally), scholars in both groups 
have been spectacularly unsuccessful at grappling with a series of difficult 
questions about normative endpoints: about the sort of culture that a regime of 
copyright should seek to privilege, about the kind of subjectivity that a regime 
of privacy protection should seek to promote, and about the values that network 
architectures ought to serve. 

Enclosure and the “Cultural Environment” 
 In the domain of copyright, the clash between information-as-freedom 
and information-as-control plays out in the form of a debate about the merits of 
broader rights and increased commodification of copyrighted content. Adher-
ents of increased commodification point to the economic welfare that stronger 
property rights create. Critics of increased commodification have sought to re-
but those arguments by drawing attention to the interdependence of cultural and 
informational goods and activities. They argue that commodification not only 
impedes specific economically and socially valuable activities that result from 
the free flow of information, but also impairs overall cultural health. Neither set 
of scholars, however, can explain why its preferred approach to fostering cul-
tural progress is a good one. 

 Critics of increased commodification of cultural goods advance two 
major themes, one drawn from economic history and one drawn from natural 
history. The first theme invokes the “enclosure movement” in Britain. At vari-
ous times from the fourteenth century to the early nineteenth century, common 
lands were enclosed, with drastic consequences for the commoners accustomed 
to using them. Legal scholars have called recent expansions of copyright a 
“second enclosure movement” that threatens to produce equally drastic conse-
quences for information users.1 Many scholars, including Yochai Benkler, 
James Boyle, Lawrence Lessig, Brett Frischmann, and Carol Rose, have sought 
to rehabilitate the “commons” from its association with tragedy and to celebrate 
the productivity of common cultural resources. 

 The second theme is that of environmentalism. Although today the idea 
of a natural environment seems unremarkable, that idea emerged within scien-
tific and popular discourse only in the mid-twentieth century, during the debate 
that followed publication of Rachel Carson’s Silent Spring. Scientists were be-
ginning to understand the complex web of ecological cause and effect; naming 
that web gave it an independent existence invested with political meaning. Bor-
rowing self-consciously from the history of the environmental movement, 
James Boyle has argued that policies favoring increased commodification of 
information harm a different kind of environment, constituted by society’s cul-
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tural and informational resources.2 By appropriating the complex web of politi-
cal meaning centered on the interdependency of environmental resources, he 
sought to jump-start a political movement focused on an ecological understand-
ing of culture and cultural processes. Other scholars have taken up the call, and 
count themselves part of a new movement organized around the cause of a di-
verse and self-sustaining culture. 

 In the public policy arena, academic critiques of commodification and 
enclosure intersect with a set of grassroots movements loosely organized 
around the banner of “free culture.” Inspired by the successes of free and open 
source software, free-culture advocates argue that free and open access to in-
formational goods is essential to both cultural progress and democratic self-
government. Legal scholars, in turn, cite the free-culture movements as evi-
dence of the vibrancy of the cultural commons, and regard free-culture advo-
cates as the environmental activists of the information age. 

 Yet the metaphors of “commons” and “environment” also surface un-
answered and deeply divisive questions about substantive cultural policy. Eco-
logical analysis of “culture” does not lead unproblematically to the conclusions 
its advocates urge. Instead, attempts to do the “science” of cultural environmen-
talism have generated some very peculiar results. Many scholars appear to lose 
sight of the metaphoric quality of the references to “environment,” pursuing 
explanations for culture in the realms of complex systems theory and evolu-
tionary theory rather than in the literatures that study culture itself.3 In the realm 
of culture, however, conflating metaphor with reality is a risky move. The 
health of ecological environments is constrained by scientific principles and 
therefore relatively amenable to objective measurement. Cultural environments 
have attributes and tendencies, but they are far less predictable, and their health 
is a matter of opinion. For precisely this reason, attempts to translate cultural 
“science” into cultural policy are open to contestation. Cultural change may be 
empirically and anecdotally demonstrated, but cultural harm is in the eye of the 
beholder. 

 Scholars who favor broader copyright rights and increased commodifi-
cation, for their part, have preferred to seek explanations for culture within the 
“science” of markets, but this is hardly an improvement.4 The environment 
within which artistic and intellectual culture emerges and evolves isn’t a mar-
ket, though it contains markets. It is a social entity, generated by patterns of 
human and institutional interaction. Social formations exhibit patterns and cre-
ate path-dependencies, some of which can be described using economic laws, 
but we can’t deploy economic laws to generate scientifically determinate pre-
scriptions for their optimal form. Untangling the arguments about which pat-
terns are better requires good descriptive and normative accounts of culture it-
self. 

 When it comes to articulating a normative theory of culture, though, 
both scholars who oppose increased commodification and scholars who favor it 
become oddly reticent. Adherents of cultural environmentalism know what they 
think a good culture would look like, but are sensitive to the irony of appearing 
to dictate how that culture should be achieved. Scholars who favor commodifi-
cation do not share this difficulty—the vision they promote is that of the unfet-
tered market in cultural works—but the terms of that theory mean they must 
show enthusiasm, at least in aggregate, for whatever the market turns out. Their 
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task is then reduced to justifying whatever the market has generated, and some-
times they sound as though they have trouble believing themselves. 

 Establishing good descriptive and normative foundations for cultural 
policy requires confronting culture on its own terms, stripped of the veneer of 
scientism that the “environment” and “market” metaphors encourage. It re-
quires, in other words, exactly what scholars on both sides of the debate have 
been trying to avoid: a theory that focuses on culture as culture and grapples 
directly with questions about why institutional arrangements for the production 
of culture matter. To decide whether the future of the “cultural environment” is 
in jeopardy, we need to understand how cultural processes work, why we 
should value them, and whether legal and institutional structures adequately 
take those values into account. Part II of this book develops an account of cul-
ture organized around the everyday creative practice of situated individuals and 
communities, and explains why copyright law and theory require such an ac-
count to function effectively. 

Openness and the Future of Privacy 
 The topics of surveillance and privacy have proved even more con-
founding for legal scholars of the networked information society. Here the clash 
between information-as-freedom and information-as-control plays out in a be-
wildering variety of contexts. Practices involving the collection and processing 
of personal information, the monitoring and logging of individual movement 
and communication, and the authentication of access to networked resources 
pervade both government and commercial activity. In each setting, privacy ad-
vocates have attempted to demonstrate that increased surveillance poses unac-
ceptable threats to individual freedom, while advocates of increased surveil-
lance argue that heightened surveillance promotes economic and social welfare. 
For all the heat that these battles generate, they shed very little light on what is 
really at stake on either side of the equation. 

 Advocates of increased privacy protection argue that flows of informa-
tion about people are just as important for liberty and self-determination as 
flows of information to and from people. Individuals and communities are af-
fected by flows of information about them, and by the knowledge that those 
flows are used to generate. In many cases the resulting systems of classification 
are deployed in ways that are antithetical to principles of self-determination and 
to principles of distributive justice. If we are concerned with individual free-
dom, they argue, we should be paying careful attention to practices relating to 
the collection and processing of information about persons and groups.5 

 Privacy advocates, however, have difficulty explaining exactly why the 
information flows to which they object are so harmful. One answer often given 
is that uncontrolled flows of personal information threaten individual autonomy 
and self-determination. Like allegations of cultural harm, allegations about 
harms to autonomy are difficult to prove. Absent visible coercion, demonstrat-
ing harm to selfhood requires a theory of the self and of the type of self-
determination that privacy enables. Legal scholars of privacy have been reluc-
tant to offer such a theory, preferring instead to advance relatively neutral con-
ceptions of freedom. Another answer often given to explain why surveillance 
causes harm is that privacy promotes important social values, but the values 
described tend to be vague and nonspecific. No clear organizing theme—like 
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“free culture” or the “cultural environment”—has emerged to serve as a focal 
point around which privacy advocacy and policy making might coalesce. 

 Arguments about the value of privacy, meanwhile, make many scholars 
on both sides of the freedom/control binary very nervous. First and most obvi-
ously, surveillance practices that revolve around the collection and processing 
of personal information play an important role within the vision of information-
as-control. Information-driven profiling enables more precise tailoring of in-
formation services to customer needs and more precise fulfillment of security 
imperatives. Legal rules conferring ownership of collected personal information 
on data aggregators also reinforce norms of information ownership that apply to 
other kinds of intellectual property. Advocates of increased personal-
information processing argue that privacy restrictions undermine efficiency, 
interfere with truth-discovery, jeopardize public safety, and hamper markets 
from responding to consumer preferences.6 Yet these arguments too suffer from 
overgenerality; privacy opponents often cannot identify the precise gains that 
more information would produce. 

 Arguments for strong privacy protection do not sit well with open-
access advocates for entirely different reasons. A political agenda based entirely 
on greater information openness cannot easily accommodate the goals that pri-
vacy advocates describe. Privacy may require greater access to some kinds of 
knowledge, but it also, and necessarily, dictates limits on access to other kinds 
of knowledge. Put differently, claims to increased privacy are claims about the 
positive value of enclosure. Privacy advocates argue that the quest for enclosure 
is a function not simply of the quest for profit, but also of the quest for personal 
security. Boundaryless space produces existential unease; boundaries, in turn, 
can serve important functions beyond the demarcation of commodified prop-
erty. Open-access advocates resist such arguments, and one consequence of that 
resistance has been a fragmentation of the populist agenda that both open-
access advocates and privacy advocates claim to represent. 

 The perceived irreconcilability of privacy and “openness” produces a 
very odd dynamic in which the themes of information-as-freedom and informa-
tion-as-control begin to collapse into each other. Scholars on both sides invoke 
Sun Microsystems CEO Scott McNealy’s famous statement—“You have zero 
privacy anyway. Get over it.”7—with equal facility, and both sides understand 
the domain of appropriate policy actions to be narrowly constrained by a set of 
accepted parameters having to do with the primacy of private choice. The re-
sulting arguments about the primacy of private choice no longer span the spec-
trum from right to left, but instead run in a circle.8 The extreme libertarian ver-
sion of the free-culture argument shades into an argument for unlimited per-
sonal choice, including unlimited personal choice to commodify the self. Mean-
while, important questions about the value of privacy and the truth gains from 
information processing go unanswered, and often unasked. 

 Understanding the ways in which disappearing privacy affects individ-
ual and social well-being requires confronting the problem of selfhood and the 
relationship between selfhood and surveillance in ways that the frames of au-
tonomy, truth discovery, and free culture do not allow. Part III of this book 
takes up that task, developing an account of privacy organized around emerging 
subjectivity and explaining why society should care about the kinds of subjec-
tivity that privacy enables. 
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Lost in “Cyberspace” 
 Debates about the shaping of the cultural environment and the appro-
priate scope of personal privacy have implications not only for permitted uses 
of information, but also for the ways that networked architectures and artifacts 
are designed. That discussion has been powerfully shaped by an initial narrative 
about “cyberspace” as experientially separate and thoroughly malleable—a 
place where the real-world constraints of space, body, and time are transcended 
and where the constraints that govern human interaction can be remade in the 
service of particular ideals. In a domain where everything seemed up for grabs, 
the clash between information-as-freedom and information-as-control became 
all-important; along the way, however, the combatants forgot to ask the most 
important question of all. 

 Advocates of information-as-freedom initially envisioned the Internet 
as a seamless and fundamentally democratic web of information, inherently 
unchecked by geographic borders or state-specific regulation. That vision is 
encapsulated in Stewart Brand’s memorable aphorism “Information wants to be 
free.” Brand’s aphorism has several meanings, of which the literal, anthropo-
morphic one is by far the least important. It is significant, first and foremost, as 
an attempted statement of natural law. Information “wants” to be free in the 
same sense that objects with mass present in the earth’s gravitational field 
“want” to fall to the ground. Scholars allied with this vision argued that the In-
ternet was essentially unregulable and was therefore the ideal milieu for the 
realization of expressive and political freedom. Cyberspace would be “a civili-
zation of the Mind”—or at least a separate jurisdiction, in which the laws of 
real space need not necessarily apply.9 It would be subject to its own laws and 
constituted by the consent of its self-selected members. This framing positioned 
cyberspace as “empty” space: potentiality waiting to be filled up with settle-
ments, structures, and norms, from which the constitutive legal texts of the 
community would then emerge. 

 For advocates of information-as-control, the Internet’s truly revolution-
ary potential lay in its ability to reduce transaction costs that impeded the seam-
less exchange of goods, services, and speech. Put differently, they celebrated 
the Internet as the ideal environment for the manifestation of a different natural 
law: the natural law of the market. According to the natural law of the market, 
information does not “want” to be free at all. It derives its value precisely from 
the fact that it is an object of desire—a good for which people are willing to 
pay. For advocates of information-as-control, “cyberspace” was empty space to 
be filled up with more perfect versions of real-world institutions—markets and 
public squares unencumbered by the real world’s unavoidable transaction 
costs.10 

 Of course, both visions of cyberspace were too simple. Early Internet 
architectures did not easily support the secure digital marketplaces envisioned 
by advocates of information-as-control. As Lawrence Lessig and Joel Reiden-
berg explained, however, the apparent ungovernability of cyberspace celebrated 
by advocates of information-as-freedom was neither a permanent nor a techno-
logically necessary feature. In Code and Other Laws of Cyberspace, Lessig 
memorably assailed the utopian credo of the early Internet pioneers for its fail-
ure to acknowledge the technological contingency of cyberspace freedoms. He 
characterized utopian thinking about the Internet as a type of “is ism”—a con-
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fusing of the way things are with the way they must be.11 Whether information 
flows freely across boundaries depends on the design of network protocols and 
interfaces. And to the extent that the design of information technologies is 
amenable to state regulation, it does not follow that information networks inevi-
tably will produce legal and political destabilization. Information is an agent of 
creative destruction, perhaps, but its properties do not dictate a particular eco-
nomic or political organization. Reidenberg argued that in light of the impor-
tance of digital technology as a regulatory modality, code could and should be 
harnessed in the service of state regulatory interests. 

 Among U.S. legal scholars, Code in particular has become the founda-
tional text for theories about the architecture and governance of the networked 
information society. Post-Code, the two dominant visions of the networked in-
formation society have evolved into two different approaches to the design and 
regulation of networked information technologies. Building from Code’s ap-
parent validation of their arguments about the Internet’s essential regulability, 
scholars allied generally with the vision of information-as-control have urged 
that code should become a vehicle for imposing more perfect controls over in-
formation flow. They argue that information technologies should be redesigned 
to build in control via digital rights management and filtering capabilities, and 
that a broad range of service providers, from ISPs to software designers, can 
and should police flows of online content.12 Other scholars, allied generally 
with the information-as-freedom vision of the Internet’s potential, have seized 
on Code’s argument about architecture as a source of regulatory danger to fun-
damental liberties. Arguing that an unfettered Internet promotes personal and 
political freedom, they attempt to promote the design of technologies that facili-
tate open, anonymous interactions and relatively unconstrained access to infor-
mation.13 

 Code did not, however, displace the presumption of geographic sepa-
rateness that animated legal scholarship about “cyberspace.” Instead, Lessig 
articulated a vision of cyberspace that remained both fundamentally spatial and 
fundamentally exceptionalist. And in the debate about models of information 
law for the post-Code society, the narrative of cyberspace as experientially sep-
arate has persisted. The difference is that cyberspace has become a space to be 
designed to the specifications that we desire: a place where the hitherto unat-
tainable ideal of information-as-freedom/control can be more narrowly pursued. 

 If this were simply a question of the allocation of rights and responsi-
bilities in virtual space, it would not be very important. But what occurs in cy-
berspace is not separate from what occurs in real space. Cyberspace is not, and 
never could be, “a civilization of the Mind”; minds are attached to bodies, and 
bodies exist in the space of the world. And cyberspace as such does not preexist 
its users. Rather, it is produced by users, and not (in most cases) as a deliberate 
political project, but in the course of going about their lives. The technologies 
and “places” that constitute cyberspace have been assimilated into the lives of 
millions of ordinary people who embrace the Internet as a tool for pursuing 
their ordinary, real-world ends. 

 In the ongoing debate about the relative merits of freedom and control, 
the two visions of the information society have come to seem both strangely 
interdependent and strangely disconnected from the realities that confront In-
ternet users. Policy debates have a circular, self-referential quality. Allegations 
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of lawlessness bolster the perceived need for control, and objections to control 
fuel calls for increased openness. That is no accident; rigidity and license his-
torically have maintained a curious symbiosis. In the 1920s, Prohibition fueled 
the rise of Al Capone; today, privately deputized copyright cops and draconian 
technical protection systems spur the emergence of uncontrolled “darknets.” In 
science fiction, technocratic, rule-bound civilizations spawn “edge cities” 
marked by their comparative heterogeneity and near imperviousness to exter-
nally imposed authority. These cities are patterned on the favelas and shanty-
towns that both sap and sustain the world’s emerging megacities. The pattern 
suggests an implicit acknowledgment that each half of the freedom/control bi-
nary contains and requires the other.  

 At the same time, the dichotomy between freedom and control creates 
an impression of overall completeness that is warranted neither descriptively 
nor normatively. The choice between dreams of unlimited freedom to order 
one’s own dealings and dreams of perfect control over permissible orderings is 
a choice between extremes, and therefore profoundly unsatisfactory. It is people 
in real space who want and need information, and for whom neither perfect 
freedom nor perfect control holds sustained attraction. Here the scholarly de-
bate over the proper regulatory approach to “cyberspace” reflects not richness 
but poverty of imagination. Part IV of this book takes up the evolving relation-
ship between law and architecture, or code, considering why legal scholarship 
has not supplied a theory that matches the lived experiences of network users 
and what such a theory ought to contain. 

 

Looking for the Self in the Network: The Question 
of Method 
 Before considering the problems of culture, subjectivity, and architec-
ture in greater depth, some table setting is order. Each of the debates about 
freedom and control that I have described suggests powerfully that the concep-
tual tool kit that legal scholars have brought to bear on information law and 
policy is inadequate. This section lays the foundation for a different approach, 
which Chapter 2 will develop. I begin by exploring some of the ways in which 
the ideological commitments of liberal political theory have constrained legal 
scholarship’s investigations of copyright, privacy, and code, imposing overly 
narrow criteria of methodological adequacy. Too often, those criteria have pre-
vented legal theorists from asking, and sometimes even recognizing, questions 
about culture, subjectivity, and social ordering that are enormously important to 
thinking about the problems that we now confront. 

 An alternative normative foundation for analysis of the networked self 
is supplied by the theory of capabilities for human flourishing, which advances 
an affirmative conception of human freedom. The capabilities approach has 
suffered, however, from the efforts of its leading exponents to distance them-
selves from a set of methodologies often lumped together under the heading of 
“postmodernism.” Those methodologies offer tools for exploring precisely the 
questions about culture, subjectivity, and social ordering that have assumed 
critical importance for information law and policy. Provision of the core capa-
bilities for human flourishing in the networked information society requires 
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careful attention to the interplay between systems of knowledge and systems of 
power and to the ways in which embodiment, spatiality, and the material reali-
ties of everyday practice mediate the production of culture and identity. The 
methodology developed here pairs the capabilities approach with disciplines 
that emphasize the mutually constitutive interactions between self and culture, 
the social construction of systems of knowledge, and the irreducible materiality 
of experience. 

The Limits of Liberal Individualism 
 Within the tradition of liberal political theory, the legal subject—the 
self who possesses rights and is subject to regulation—has three principal at-
tributes. He is, first and foremost, a definitionally autonomous being, possessed 
of abstract liberty rights that are presumed capable of exercise regardless of 
context. Second, the legal subject possesses at least the capacity for rational 
deliberation, and this capacity too is detached from context. In these respects, 
the legal subject is situated within a tradition of Enlightenment rationalism ex-
tending from Kant to Hegel to Habermas and Rawls. Whatever their internal 
disagreements, works within this tradition presume the existence of universal 
truths amenable to rational discourse and analysis. Finally, the selfhood that the 
legal subject possesses is transcendent and immaterial; it is distinct from the 
body in which the legal subject resides. As Katherine Hayles puts it, the liberal 
self has a body, but is not understood as being a body.14 

 The tradition of Enlightenment rationalism translates into templates for 
ascertaining schemes of legal right and obligation within which the forms of 
analysis that are most highly prized are the most abstract and decontextualized. 
Within the contemporary legal academy, the parameters of theoretical debate 
are shaped by the fault lines between economic analysis and theories of rights. 
Consistent with Kant’s categorical imperative, rights theorists focus predomi-
nantly on specifying, via logical derivation, the sort of treatment that the legal 
subject should have a right to expect from a regime of legal rights and obliga-
tions. Economic theorists profess themselves to be concerned primarily with 
overall efficiency in the production and distribution of social resources, and 
with factors that might produce distortions from the optimum production and 
distribution. Within economic analysis, however, the engine of production and 
distribution is the liberty possessed by the legal subjects of whom society is 
constituted. 

 Proponents of these approaches vigorously debate among themselves 
whether one approach or the other is better; for my purposes, however, the 
similarities are more important than the differences. Their normative heft de-
rives from a small number of formal principles and purports to concern ques-
tions that are a step or two removed from the particular question of policy to be 
decided. The purported advantage of both approaches is neither precisely that 
they are normative nor precisely that they are scientific, but that they do norma-
tive work in a scientific way. With respect to copyright and privacy in particu-
lar, neither rights nor utility functions need be specified directly in terms of the 
content of culture or the nature of socially embedded subjectivity. The theories 
manifest a quasi-scientific neutrality as to law that consists precisely in the high 
degree of abstraction with which they facilitate thinking about processes of cul-
tural transmission. 
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 Within the mainstream of copyright scholarship, most scholars have 
assumed that a grand theory of the field must be grounded either in a theory of 
rights or in a theory of economic analysis. Within both approaches, a theory of 
“authorship” as internal and essentially unknowable derives straightforwardly 
from the liberal individualist paradigm. When pressed on the question of en-
gagement with the particulars of creative processes, scholars of both persua-
sions sometimes respond that richer descriptive and theoretical models of crea-
tivity do not themselves dictate any particular arrangement of legal rules. De-
riving such rules requires a theory of the good that we are trying to pursue; that 
theory, or so we are told, can come only from rights-based theories or from 
economics.15 Each side then claims that the other really lacks normative suffi-
ciency. Rights theorists note that economic analysis requires a priori specifica-
tion of some utility function, while economic theorists observe that rights theo-
rists are equally dependent on unproved and unprovable preconceptions about 
natural rights. This disagreement, however, reveals broader agreement on the 
importance of identifying a small set of first principles encoding first-order 
normative choices, from which a normatively compelling framework for copy-
right can then be derived in relatively neutral fashion. 

 For the most part, both copyright scholarship and copyright policy 
making persistently overlook other (nonphilosophical, noneconomic) literatures 
that study artistic and intellectual cultures as phenomena that emerge at the in-
tersections between self and society. This is not the result of ignorance; impor-
tant work in copyright theory has considered these literatures and the opportu-
nities that they offer to scholars interested in understanding creativity and crea-
tive practice. The mainstream of debate about copyright theory and policy, 
however, tends to ignore or discount the well-established humanities and social 
science methodologies that are available for investigating the origins of artistic 
and cultural innovation. The best explanation that I have seen for this aversion 
highlights an assumption about first principles shared by copyright theorists on 
both sides of the rights/economics divide: to emphasize the endogenous rela-
tionship of self to culture is to introduce a large set of unruly complications that 
undermine foundational premises about individual autonomy and that threaten 
to undo policy analysis entirely.16 

 Similar commitments are evident in privacy theory, but in privacy the-
ory, the cracks in the foundation of the liberal edifice have been harder to con-
ceal. Efforts to define privacy as an individual right cognizable within the pa-
rameters of liberal rights theories have been dogged by incompleteness. Schol-
ars have advanced a number of different formulations, including accessibility, 
control, and intimacy. As Daniel Solove demonstrates, however, such formula-
tions are always too broad or too narrow.17 It is impossible to identify a single, 
overarching principle that applies in all situations—which, in turn, means that 
non-neutral, context-specific rules of decision must be employed to decide 
when a “privacy” interest is triggered. While this is not necessarily a problem in 
any absolute sense, it is an enormous problem within the framework of liberal 
rights theory, which demands that formulations of fundamental rights be both 
abstract and complete. 

 These problems of over- and underbreadth lead other scholars to con-
clude that what we refer to as rights of privacy are really property rights or lib-
erty interests in disguise. In the domain of rights theory, that result is consistent 
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with Anglo-American legal theory’s Lockean roots; it recasts privacy as a cor-
ollary to self-ownership and ownership of private property. Concepts of “prop-
erty” and “liberty” map more directly to the perceived boundaries of things, 
places, and persons, and therefore seem analytically crisper. In the domain of 
economic analysis, meanwhile, reducing privacy rights to liberty interests 
aligns with the commitment to presumptively efficient social ordering through 
markets. Within a utilitarian framework, private-sector practices that devalue 
privacy do not represent a failure of liberty, but rather the efficient aggregation 
of preferences. A consequence of both approaches is that “privacy” makes most 
sense as a derivative or second-order concept, to be honored only to the extent 
that it is consistent with other, more fundamental principles.18 It becomes easy 
to see both why privacy must be “balanced” against other interests and why the 
balancing should be less rigorous than when more fundamental rights are di-
rectly implicated. 

 Comparative and sociological theories of privacy abound, but to most 
U.S. legal scholars, such theories seem only to confirm privacy’s status as a 
second-class right. Both the Continental European privacy tradition and work 
by some U.S. moral philosophers ground privacy rights in considerations of 
human dignity and personhood that are not readily amenable to analytic reduc-
tion. Other U.S. scholars have tried to fashion a relational vision of privacy by 
drawing on sociological research on human interaction.19 For the most part, lib-
eral privacy theory’s answer to these recurrent intellectual assaults has been to 
play one off against the other. Emphasizing the ways in which privacy is so-
cially constructed poses immense conceptual problems for efforts to theorize 
privacy as a right cognizable within the parameters of liberal theory. Accord-
ingly, legal theorists of privacy have tended to read the sociologically informed 
theories of privacy as fatally undermining privacy’s claims to status as a fun-
damental right. Dignity-based theories of privacy rights, meanwhile, are faulted 
not only for failing the threshold requirement of analytical simplicity, but also 
for sociological reasons. Cultural conceptions of dignity are not uniform, and 
therefore (or so the reasoning goes) dignity cannot serve as the foundation for a 
rigorous, analytically coherent conception of privacy. The conclusion is clear: if 
privacy is a fundamental right, it cannot be socially constructed; if privacy is 
socially constructed, it cannot be a fundamental right. 

 More recently, some privacy scholars have begun to push against the 
constraints of abstraction and analytic reduction. Helen Nissenbaum’s impor-
tant work on privacy as shaped by “contextual norms of appropriateness and 
flow” seeks to force rights-based conceptions of privacy to engage the collec-
tive and contextual dimensions of privacy interests. According to Nissenbaum, 
one does not need a single theory of privacy to explore how privacy works in 
practice. To similar effect, Daniel Solove offers a conceptualization of privacy 
that is based on pragmatist moral philosophy and that therefore does not depend 
on identifying privacy’s essence; in this account, privacy interests emerge from 
expectations generated by everyday experience. Both scholars, however, appear 
content to address context while holding the self constant, thereby ignoring the 
problem of evolving subjectivity and its relationship to contextual change. 
Theorists who articulate a “constitutive” conception of privacy, in which group 
I include myself, have attempted to relate privacy to the construction of subjec-
tivity. Even so, thinkers in this group have continued to rely heavily on the rhe-
toric of liberal selfhood and its foundational presumption of autonomy.20 
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 In legal scholarship on code, the rights/economics binary is subordi-
nated to the related preoccupation with the dichotomy between liberty and con-
straint. Some scholars worry that code-based constraints threaten fundamental 
liberties of expression and association. Others think that code is simply a tool 
for the unproblematic reinforcement of private choices about the management 
of commercial activity. Both sides of this divide invoke a quintessentially lib-
eral anxiety about the origin of regulatory authority. Whether code violates 
rights or impinges on the exercise of market liberties comes to depend centrally 
on whether it is viewed as an exercise of public or private power. Questions 
about the way that code regulates, and about its role within systems of social 
ordering more generally, are systematically overlooked. Most legal scholars 
who have attempted to address those questions seem to be methodologically 
adrift, casting about for tools that legal theory cannot itself supply. 

 Finally and importantly, in each of these literatures, the analytical con-
structs generated by liberal individualism are particularly seductive because the 
problems they address play out in the realm of “information.” Information ap-
pears to be the ultimate disembodied good, yielding itself seamlessly to ab-
stract, rational analysis. The networked information society appears to be the 
autonomous, rational, disembodied self’s natural milieu, transcending the par-
ticularities of bodies, cultures, and spaces with equal ease. That view of the net-
worked information society, though, is a nirvana fallacy—and not, when all is 
said and done, an especially attractive one. As we will see throughout the book, 
liberal individualism’s commitments to immateriality and disembodiment make 
for both a very poor model of culture and a very poor model of self-formation, 
online as well as offline. Theorizing the networked information society requires 
systematic attention to the bodies and spaces within which individuals and 
groups reside and to the materiality of artifacts and architectures. That, in turn, 
requires perspectives drawn from outside the liberal tradition. 

Information Rights and Human Flourishing 
 An adequate theoretical framework for information law and policy 
must allow the definition of rights without insisting that they be amenable to 
neutral, quasi-scientific reduction, and must permit formulation and discussion 
of instrumental goals without imposing the Procrustean requirements of utili-
tarianism. The theory of capabilities for human flourishing satisfies both re-
quirements, and supplies the underlying normative orientation for the analysis 
developed in this book. 

 Let us begin by returning to the argument that deriving a normative 
model—of copyright, privacy rights, or anything else—requires a theory of 
rights or a theory of economics. It is important, first, to understand precisely 
what this argument claims. For rights theorists, the claim appears to be a rela-
tively straightforward one about the importance of having a (deontological) po-
litical philosophy in which normative arguments can be grounded. In the case 
of economics, the parallel claim is not nearly as clear. Many practitioners of 
“law and economics” seem to think that they are doing (social) science as op-
posed to mere philosophy. But by that measure, the argument about the norma-
tive superiority of economics is a very odd one. If “economics” is understood to 
denote a social science methodology, then its normative valence is no greater 
than that of, say, sociology or anthropology. If the claimed superiority of eco-
nomics is to have any basis, it must rest on a link to political philosophy that 
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those other disciplines lack. Within the framework of liberal political philoso-
phy in which legal scholars are trained, the obvious candidate is utilitarianism, 
and so that is the political philosophy with which law and economics has be-
come identified. 

 The contention, then, is that even if rights-based theories and utilitarian 
theories are lacking in descriptive power, together they cover the normative 
waterfront. Within economic reasoning, this move operates as a naked form of 
intellectual irredentism, which holds that any consequentialist theory of the 
good must be amenable to reformulation in the language of economics. Here 
the linked anxieties about neutrality and abstraction come bubbling to the sur-
face; the idea seems to be that utilitarian analysis is the prototype case of con-
sequentialism, a position which it claims both by virtue of its high degree of 
abstraction and its ability to define away problems of judgment. Rights theorists 
subscribe to these assumptions largely out of uninterest in and dissatisfaction 
with consequentialist reasoning generally; for rights theorists, all consequential-
ist theories are normatively indeterminate. But the underlying assumption (on 
both sides) that any consequentialist theory must be grounded in economics is 
false. The universe of consequentialist theories is not coextensive with the uni-
verse of utilitarian ones. 

 In particular, the tendency to conflate consequentialism with utilitarian-
ism ignores versions of consequentialism that use rules other than utility maxi-
mization to decide on good outcomes. Rule consequentialism enables formula-
tion of instrumental goals without imposing the artificial constraint that the re-
sulting improvements in human well-being be amenable to expression in terms 
of utility, and therefore perfectly or even approximately commensurable. And it 
enables the discussion and definition of the rights that human beings should be 
entitled to expect without imposing the artificial constraint that these rights be 
logically derivable from a small handful of first principles. More generally, 
rule-consequentialist theories of the good need not assume, and do not require, 
the autonomous, rational, disembodied liberal subject. 

 One such theory is the capabilities approach developed (in different 
ways but along parallel paths) by Amartya Sen and Martha Nussbaum.21 The 
capabilities approach takes as its lodestar the fulfillment of human freedom, as 
some theories of legal rights do, but it defines freedom in terms of the devel-
opment of affirmative capabilities for flourishing. Thus defined, freedom is not 
simply a function of the absence of restraint (or negative liberty), but also de-
pends critically on access to resources and on the availability of a sufficient 
variety of real opportunities. Because of those requirements, moreover, freedom 
and equality are integrally connected within the capabilities approach. Equality 
is not simply a matter of making distributive adjustments here and there once 
the basic structure of entitlements is decided according to some other set of cri-
teria. Substantive equality is a fundamental concern, and a normative constraint 
on both rule structures and policy recommendations. 

 Specifically, the capabilities approach diverges from the prevailing 
modes of theorizing about human rights and human welfare in four important 
respects. First, it holds normative commitments closer to the surface and, con-
sequently, more available for interrogation. In this, it compares favorably with 
economic theories, which tend to skip over the task of specifying initial utility 
functions. Second, the capabilities approach resists abstraction from the condi-
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tions of everyday life and demands instead that claimed rights be defined to 
include the conditions necessary for real people to take full advantage of them. 
It therefore both demands resort to and provides a clear point of entry for the 
messy social science methodologies that legal scholars of information policy 
have resisted. Third, the capabilities approach embraces complexity and ambi-
guity; it does not expect the resolution of large policy questions to be easy. Ac-
cordingly, it is more capable of encompassing and articulating a framework for 
resolving the competing claims of incommensurable goods. Finally, because it 
emphasizes substantive equality as a condition of human freedom, the capabili-
ties approach is especially well suited to theorizing about the linkages between 
rights, enabling conditions, and social justice. 

 Within the legal literature on information policy, there is evidence of a 
recent turn toward explicit adoption of the capabilities approach. Leading 
works include Yochai Benkler’s treatment of the linkages between information 
policy, information markets, and human freedom; Margaret Chon’s work on 
intellectual property and development; and Madhavi Sunder’s exploration of 
the intersections between intellectual property, the Internet protocol, and iden-
tity politics. The theories advanced by these scholars differ in many respects, 
but are consistent in their commitment to at least the principles just described. 

 Application of the capabilities approach to matters of information pol-
icy is complicated, however, by two sets of considerations that relate to broader 
crosscurrents in twentieth-century intellectual history. The first is the relation-
ship between the capabilities approach and liberal political theory. Both Sen 
and Nussbaum are firmly committed to locating the capabilities approach with-
in the evolving traditions of liberal political economy and philosophy. Benkler 
likewise situates his work squarely within those traditions. Chon, and Sunder to 
an extent, think that a deeper and more rigorous engagement with postmodern-
ist explorations of culture is essential to evaluating the effects of copyright on 
human flourishing in the way that the capabilities approach requires, but theirs 
is clearly a minority position. Nussbaum and Sen, and Benkler to a lesser de-
gree, appear concerned to show that their approaches do not derive from, or 
require endorsement of, a standardless postmodernism.22 Yet (as the next sec-
tion will discuss) that stance rejects rather a large amount of recent thinking on 
the topics of culture and subjectivity, and on their relationship to the questions 
of freedom and equality with which the capabilities approach is centrally con-
cerned. 

 Second, the capabilities approach has been criticized as lacking in ana-
lytical rigor. Some scholars charge that it generates an endless list of wants and 
elevates them all to the status of rights.23 It should be noted, first, that this ar-
gument is a variant of the view, discussed above, that equates analytical rigor 
with quasi-scientific reductionism. It is not obvious why a theory of human 
flourishing that generates simpler insights should automatically be more right 
than one with prescriptions that are complex. Assuming for the sake of argu-
ment, however, that some amenability to analytical reduction is useful, it is pre-
cisely here that looking beyond the liberal canon becomes essential; examining 
the individual experience of the networked information environment can supply 
empirical and theoretical perspectives on the structural conditions for human 
flourishing that the logical methods of liberal theory cannot. 
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Interrogating Complexity: Culture, Materiality, Geography 
 Elaborating a rigorous, empirically grounded theory of capabilities for 
human flourishing in the networked information society demands attention to 
an array of social science methodologies that provide both descriptive tools for 
constructing ethnographies of cultural processes and theoretical tools for mod-
eling them. These methodologies are diverse, but share a number of common 
attributes. They prize empiricism above logical derivation from so-called first 
principles, and the forms of empiricism that are prized most highly tend to be 
qualitative and ethnographic rather than quantitative and abstract. They gener-
ate theoretical models of social and cultural processes that are subtle and com-
plex, and that tend not to be amenable to mathematical reduction. They recog-
nize that because cultural practices and institutions are evolving and endoge-
nously constituted, scholars wishing to understand them must pay careful atten-
tion not only to the forces of rational self-interest but also to practices of rheto-
ric, representation, and classification. Finally, they emphasize the importance of 
the material realities of everyday practice. 

 Recall, first, the problem of the “cultural environment.” The project of 
establishing descriptive and normative foundations for cultural environmental-
ism has been hampered by legal scholars’ reluctance to engage culture in its 
own right, without the filters supplied by simplistic economic models or by 
more complex models derived from the life sciences. The resistance to culture 
is itself culturally determined; it is a product of a particular liberal worldview 
that understands “culture” as a superfluous overlay that autonomous reason can 
transcend.24 Assigning individuals and communities an “autonomy” that exists 
outside of culture is a mistake at the most basic level, however. Individuals and 
communities are constituted by the social and political cultures that surround 
them, and those cultural contexts in turn shape the forms of self-determination 
and participation that emerge. 

 Throughout this book I will canvass a variety of literatures that address 
the “culture” question. The approaches that I identify as most pertinent have in 
common an orientation that is broadly postmodernist, or in Bruno Latour’s pre-
ferred terminology, nonmodernist: they reject fixed distinctions between culture 
and nature, between culture and self, and between culture and deeper social 
structure. Instead, they focus careful, critical attention on the “hybrid” assem-
blages that emerge where politics, economics, technology, ideology, and dis-
course intersect.25 On this understanding, culture is not a fixed collection of 
texts and practices, but rather an emergent, historically and materially contin-
gent process through which understandings of self and society are formed and 
re-formed. The process of culture is shaped by the self-interested actions of 
powerful institutional actors, by the everyday practices of individuals and 
communities, and by ways of understanding and describing the world that have 
complex histories of their own.26 The lack of fixity at the core of this concep-
tion of culture does not undermine its explanatory utility; to the contrary, it is 
the origin of culture’s power. As Terry Eagleton puts it, “cultures ‘work’ ex-
actly because they are porous, fuzzy-edged, indeterminate, intrinsically incon-
sistent, never quite identical with themselves, their boundaries continually mod-
ulating into horizons.”27 

 A few caveats are in order here. First, I do not mean to suggest by this 
cavalier juxtaposition of Latour and Eagleton—two very different scholars—
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that social and cultural theorists offer a single account of “culture.” Questions 
about the nature and origins of culture and the patterns of cultural change are 
hotly debated. My goal is not to take sides in those debates, but rather to iden-
tify and pursue common threads. What literatures that investigate the question 
of culture offer is something far more valuable than a universally agreed defini-
tion: they provide a tool kit for exploring questions about culture in ways that 
liberal political theory does not allow. That tool kit is an indispensable prereq-
uisite for understanding and evaluating the cultural work that information law 
and policy do. Second, it is important to stress that culture is broader than the 
universe of artistic and intellectual activities with which copyright in particular 
is concerned. On occasion, however, I will use the terms “culture” and “cultural 
goods” as a simpler shorthand for the universe of artistic, intellectual, and in-
formational artifacts and practices. Sometimes one simply needs a word to use. 

 Next, recall the contradictions between openness and privacy that have 
bedeviled legal scholars and open-access advocates. If we replace the autono-
mous, rational, disembodied self with the subject who exists within and is con-
stituted by culture, the contradiction diminishes. Policies restricting information 
flow become, at the very least, a legitimate subject for public discussion. So too 
with policies and practices regarding the collection and processing of informa-
tion about individuals and communities. Raw information, especially in great 
quantity, is not terribly useful to anyone. Information must be sorted, catego-
rized, and processed, and those activities impose particular, culturally deter-
mined categories and values. Concepts like “surveillance” and “privacy” cannot 
be understood without exploring the origins, purposes, and effects of socially 
situated processes of sorting and categorization. Throughout the book and par-
ticularly in the discussions of privacy, I will draw on literatures in information 
studies and surveillance studies that investigate those questions.28  

 Attention to patterns of everyday experience within the emerging net-
worked information society suggests, however, that focusing simply on the cul-
tural meanings of information, and on the categories developed by information-
processing practices, is not enough to illuminate either culture or subject forma-
tion. The information society is not simply an abstract collection of categories 
and privileges; its inhabitants exist within real spaces and experience artifacts 
and architectures as having material properties. Understanding how networked 
information technologies affect cultural processes requires attention to the ma-
terial and geographic effects of network protocols and networked processes. 

 As we have already seen, legal scholarship on these issues traces its 
roots to the analytic framework self-styled as the New Chicago School and ex-
tended into cyberlaw studies by Lessig. As elaborated in Code, that framework 
recognizes four primary “modalities of regulation”: the market, norms, law, and 
architecture (or “code”), and holds that regulation inheres in the interactions 
among them.29 In particular, cyberlaw’s distinctive contribution to the legal lit-
eratures on regulation and governance has been to establish the central impor-
tance of technical sites for the production and extension of power. 

 The irony in this parallel is that the field of cyberlaw has developed in 
near complete isolation from several other fields whose literatures might shed 
useful light on those issues. One is the umbrella field known as science and 
technology studies (STS). The insight that artifacts constrain (“regulate”) be-
havior has a long history within STS, and is mined within that literature in far 
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subtler ways. STS scholars reject the assumption that technologies and artifacts 
have fixed forms and predetermined, neutral trajectories. They argue that this 
analytical “black boxing” of technologies and artifacts conceals the extent to 
which they are socially shaped. In Carolyn Marvin’s words, new technologies 
in particular have no “natural edges,” but instead serve as focal points around 
which the self-interested behaviors of existing groups coalesce.30 As power 
struggles are resolved, or confined within narrower parameters, artifacts and 
protocols assume a more definite form that both embodies and conceals the 
terms of resolution. 

 One cannot explain how code regulates—and, critically, how it comes 
to regulate in one way rather than another—without harnessing the insights of 
STS. In particular, one cannot make sense of developments in either surveil-
lance or network architecture more generally without interrogating the ways 
that information protocols and networked devices are reshaping our spaces and 
practices, encoding new path-dependencies and new habits of behavior. The 
credo that “code is law” recognizes that Internet technologies encode an espe-
cially powerful and peculiarly invisible form of behavioral discipline, but it 
does not acknowledge that these technologies also form the material substrate 
within which complex social patterns take root. Throughout the book, I will 
draw on the various literatures in STS to explore the emergence of networked 
information architectures and associated social and institutional practices. One 
of the foundational texts in STS is Langdon Winner’s meditation on whether 
particular artifacts can be said to have a politics that has more definite conse-
quences for the organization of society.31 I will consider that question in the 
context of emerging architectures for implementing surveillance and regulating 
access to networked information resources. 

 In addition, the literatures in both STS and cultural studies explore the 
roles that bodies and embodiment play in processes of sociotechnical ordering. 
Both the possibilities offered by emerging technologies and the path-
dependencies encoded within relatively hardened technologies and artifacts are 
experienced in ways that are mediated by embodied perception. As we struggle 
to shape our technologies and configure our artifacts, they also and quite liter-
ally configure us, guiding us toward the well-worn paths that render the mate-
rial a matter of habit.32 As we will see throughout the book, processes of con-
figuration play important roles in the construction of the emerging information 
society, shaping not only understandings of privacy, but also and more gener-
ally the experience of agency within cultural, material, and social realms. 

 Finally, recall the assumption that cyberspace is a separate, malleable 
space, an assumption that has united otherwise different approaches to the regu-
lation of information networks. The literatures in cultural geography and urban 
planning, which explore the ways that spaces function within cultures, compli-
cate that assumption. Spaces are not preexisting, natural entities, but rather are 
produced by human activity in patterns that bear the imprint of political, institu-
tional, and ideological influence. Surveillance practices have spatial dynamics 
of their own, and there is a sizable literature devoted to exploring and under-
standing those dynamics and their effects on individuals and communities. Lit-
eratures that explore the production of space and the patterns of spatial practice 
have important implications for our understanding of what cyberspace is (and is 
not), and I will draw on them throughout the book.33 
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 The literatures on space and spatiality return us, finally, to the question 
of culture. Spaces and spatially situated practices play important roles in the 
construction of narratives about communities and nations, becoming concrete 
vehicles for the emergence of what Benedict Anderson has described as “imag-
ined communities” organized around visions of shared cultural identity. On a 
more particularized level, social spaces can also serve as sites for experimenta-
tion with alternative models of social ordering. Michel Foucault called such 
spaces “heterotopia” and argued that they play important roles in the constitu-
tion of distinct societies.34 Literatures that explore the spatially situated proc-
esses of cultural imagination inform my project in the most basic way: this 
book is about the imagined community of legal liberalism and about the ways 
in which that community has harnessed information technology and informa-
tion policy to advance its own foundational narratives. My goal throughout the 
book is to draw attention to the processes of construction now underway and to 
place them in critical perspective. 

The Power of Hybridity 
 Most legal academics are disciplinary magpies, collecting alluring bits 
of this and that and cobbling them together. Reasonable people can and do dif-
fer on whether that tendency is an asset or a liability. Rigid disciplinary loyal-
ties have no place in the study of information rights and information networks, 
however. Scholarly fields like STS, cultural studies, information studies, and 
communications studies are themselves “interdisciplines”—fields that necessar-
ily operate at the intersections between more sharply defined areas of inquiry.35 
In any serious study of the role of law in the networked information society, 
methodological eclecticism is not an indulgence; it is a necessity. 

 Since this book articulates a theoretical stance that is broadly postmod-
ernist in orientation, and will concentrate on questions that legal liberalism has 
encouraged us to overlook, it is important to stress three additional caveats. 
First, postmodernist thought about the information society incorporates its own 
brand of purist myopia. Academic work in social theory often lacks law’s reso-
lute pragmatism. Too many such works find power everywhere and hope no-
where, and seem to offer well-meaning policy makers little more than a pre-
scription for despair. One purpose of this book is to turn theory to pragmatic 
ends, exploring how postmodernist critique might produce an agenda for mean-
ingful reform in our information policy. Power is inevitable and language slip-
pery, but that should not mean that we have nothing to say. 

 Second, the approach that I have outlined necessarily entails some sac-
rifice of intradisciplinary nuance, yet I think that is all to the good. Often, 
postmodernism’s love affair with convoluted academic terminology and its vis-
ible struggles with its own anxieties about fixity of meaning have made it easier 
to parody than to understand. That result is unfortunate, and one that scholars 
who hope to make a difference should seek to avoid. To the extent feasible, I 
have sought to avoid delving into relatively narrow scholarly disagreements 
about terminology and emphasis, and have sought instead to identify broadly 
shared insights about the ways that culture moves and the ways that artifacts 
evolve within society. My aim in this book is explain how paying attention to 
those core insights can further the goal of designing a just system of informa-
tion policy and an architecture to match. 
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 Finally, and perhaps most importantly, I do not intend to argue that lib-
eralism’s aspirations are necessarily either irrelevant or undesirable. Many of 
those aspirations—particularly those of fostering a critical, engaged citizenry 
and a dynamic, innovative culture—are important and well worth pursuing. My 
argument is that we will approach those goals, if at all, only by discarding some 
of liberalism’s more problematic assumptions in favor of a larger and more 
eclectic tool kit, and only by developing a more satisfactory framework for 
making normative judgments about the consequences of our choices. 

 I do not pretend to be an expert in any of the fields upon which this 
book draws. I do claim to be something that is perhaps more useful: a commit-
ted skeptic and a determined resister of rigid disciplinary boundaries. The intel-
lectual stance that I have in mind is neither strictly liberal nor strictly postmod-
ernist, nor is it simply interdisciplinary, since the boundaries it crosses do not 
divide merely disciplines. At least as applied to problems of information policy, 
it offers legal scholarship the richness and concreteness that it has too often 
lacked. 

 

Structure of the Book 
 The remainder of Part I takes up the project of reconceptualizing in-
formation policy in a way that puts the networked self at its core. Synthesizing 
strands from the disciplinary approaches identified above, Chapter 2 develops 
the elements of a framework for understanding the ordinary behaviors of em-
bodied, networked inhabitants of the emerging information society. Within that 
framework, the world both off- and online is apprehended through the lens of 
embodied perception. Networked information technologies mediate both our 
embodied interactions and our perceptions, affecting the ways in which we un-
derstand our own capabilities, our relative boundedness, and the properties of 
the surrounding world. To understand the behaviors and motivations of net-
worked, embodied selves, legal scholarship on the networked information soci-
ety should largely abandon simplified theoretical constructs like “freedom of 
expression” and “freedom of choice,” and instead focus on the ordinary rou-
tines and rhythms of everyday practice. In particular, scholars concerned with 
the domains of creativity and subject-formation should pay careful attention to 
the connections between everyday practice and play, including both the patterns 
of play by situated subjects and the ways in which culture and subjectivity 
emerge from the interactions between the ordinary and the unexpected. 

 The middle three parts of the book then investigate more systematically 
legal theory’s failure to generate convincing accounts of the relationships be-
tween copyright and culture (Part II), privacy and subjectivity (Part III), and 
network architecture and social ordering (Part IV). Each part begins with a 
chapter exploring the ways in which commitment to the core tenets of liberal 
political theory has stymied efforts to generate convincing descriptive and nor-
mative frameworks for information law and policy. The critiques developed in 
Chapters 3, 5, and 7 also highlight some of the ways in which our habitual dis-
courses about copyright, privacy, and network architecture signal the impor-
tance of bodies and spaces to understanding and formulating information law 
and policy. 
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 Chapters 4, 6, and 8 situate the problems of creativity and culture pro-
duction, subjectivity and subject formation, and network architecture and social 
ordering within the framework developed in Chapter 2. Chapter 4 argues that 
creativity is centrally dependent on the freedom to appropriate and experiment 
with artifacts and techniques encountered within the cultural landscape. A cop-
yright regime that wishes to promote cultural progress cannot simply seek to 
promote stability in the economic organization of cultural production; it also 
must foster the cultural mobility on which progress depends. Laws and policies 
about “privacy” promote a different kind of mobility; as Chapter 6 explains, 
privacy preserves room for individuals and communities to engage in the con-
textually situated processes of boundary management by which subjectivity is 
formed. Critical subjectivity in particular requires breathing room within the 
interstices of social shaping. A society that wishes to foster critical subjectivity 
must cabin the informational and spatial logics of surveillance. Chapter 8 con-
siders the interplay between mobility and fixity in the context of evolving net-
work architectures, focusing both on the emergence of institutional and techni-
cal regimes for authorizing access to resources and spaces and on the increas-
ingly seamless, invisible design of networked artifacts and processes. A society 
that wishes to preserve room for the mobility of everyday material practice 
should not automatically validate such developments, but instead should ex-
plore strategies for counteracting them. 

 Building from these subject-specific inquiries, Part V of the book con-
siders the lessons that they suggest for information policy reform. Chapter 9 
develops a set of structural principles that should inform the legal and technical 
construction of the emerging networked information society. Access to knowl-
edge plays an important role within that vision, but access alone is not enough. 
To promote the well-being of the situated, embodied individuals and communi-
ties who inhabit the networked information society, a regime of information 
law and policy also should guarantee an adequate level of operational trans-
parency about the ways that networked information processes and devices me-
diate access to information and services. In addition, it should promote regula-
tory architectures that are characterized by semantic discontinuity—by an inter-
stitial complexity that prevents the imposition of a highly articulated grid of 
rationality on human behavior, and instead creates spaces within which the play 
of everyday practice can move. Chapter 10 concludes with some thoughts on 
strategies for putting this thicker and more complex vision of cultural environ-
mentalism into practice. 



Chapter 1, Configuring the Networked Self, © 2012, Julie E. Cohen 

 

23 

 

Notes 
 

1 See, for example, Benkler, “Free as the Air to Common Use,” 354–59; Boyle, “The Second 
Enclosure Movement,” 33–40. 
2 Boyle, “A Politics of Intellectual Property.” 
3 See, for example, Balkin, Cultural Software; Crawford, “The Biology of the Broadcast Flag,” 
621–29. 
4 See, for example, Landes & Posner, The Economic Structure of Intellectual Property Law, 71–
84; Yoo, “Copyright and Product Differentiation.” 
5 See, for example, Cohen, “Examined Lives”; Schwartz, “Privacy and Democracy in Cyber-
space”; Solove, “The Virtues of Knowing Less.” 
6 See, for example, Posner, “Privacy, Surveillance, and Law”; Strahilevitz, “Privacy versus Anti-
discrimination”; Stigler, “An Introduction to Privacy in Economics and Politics.” 
7 See Polly Sprenger, “Sun on Privacy: ‘Get Over It,’” Wired, Jan. 26, 1999, 
http://www.wired.com/politics/law/news/1999/01/17538. 
8 This observation is not new. See Kennedy, “The Stages of the Decline of the Public/Private 
Distinction,” 1354–56. 
9 See John Perry Barlow, A Declaration of the Independence of Cyberspace, Feb. 8, 1996, at 
http://homes.eff.org/~barlow/Declaration-Final.html; Johnson & Post, “Law and Borders.” 
10 See, for example, Easterbrook, “Cyberspace and the Law of the Horse”; Volokh, “Cheap 
Speech,” 1833–47. 
11 Lessig, Code and Other Laws of Cyberspace, 24–29. See also Reidenberg, “Lex Informatica.” 
12 See, for example, Mann & Belzley, “The Promise of Internet Intermediary Liability”; Picker, 
“From Edison to the Broadcast Flag”; Picker, “Rewinding Sony.” 
13 See, for example, Benkler, The Wealth of Networks; Lessig, The Future of Ideas, 120–40; Hun-
ter & Lastowka, “Amateur-to-Amateur.” 
14 Hayles, How We Became Posthuman, 4. 
15 See, for example, Lemley, “Property, Intellectual Property, and Free Riding,”1031–32; Mc-
Gowan, “Copyright Nonconsequentialism,” 1–5. 
16 See Benkler, The Wealth of Networks, 278–85. Unlike many others, Benkler does not duck the 
problem of culture, but instead tries to work around it by specifying a set of minimal conditions 
vis-à-vis culture that cohere most closely with the aims of liberal political theory. 
17 Solove, Understanding Privacy, 14–38. 
18 For the classic form of the argument that privacy rights are subsumed within rights to liberty 
and property, see Thomson, “The Right to Privacy.” A provocative reading of privacy interests 
vis-à-vis liberty and property interests is Matheson, “A Distributive Reductionism about the 
Right to Privacy.” 
19 Sociological theories of privacy include Post, “The Social Foundations of Privacy”; Schoeman, 
Privacy and Social Freedom. For an illuminating analysis of the differences between liberal and 
dignitary conceptions of privacy, see Whitman, “The Two Cultures of Privacy”; see also Blou-
stein, “Privacy as an Aspect of Human Dignity”; Reiman, “Privacy, Intimacy, and Personhood.” 
20 On constitutive privacy, see Allen, “Coercing Privacy,” 738–40; Cohen, “Examined Lives,” 
1424–25; Schwartz, “Privacy and Democracy in Cyberspace,” 856–57. Solove’s pragmatist theo-
ry of privacy is developed most fully in Understanding Privacy; for Nissenbaum’s theory of pri-
vacy as contextual integrity, see Nissenbaum, Privacy in Context. 



Chapter 1, Configuring the Networked Self, © 2012, Julie E. Cohen 

 

24 

 

 
21 The characterization of Sen’s capabilities approach as consequentialist will, I hope, be relative-
ly uncontroversial. The description of Nussbaum’s capabilities approach as a consequentialist one 
is somewhat more unusual, but I think it is justified. Nussbaum roots her understanding of capa-
bilities for flourishing in a theory of the good life that is predominantly Aristotelian. Within that 
theory, the ultimate good is a life that is lived in a particular way. Nussbaum’s approach differs 
from Aristotle’s in its egalitarianism, which translates into a concern for distributive effects. 
22 See, for example, Sen, Development as Freedom, 247; Nussbaum, “Public Philosophy and 
International Feminism,” 770–73; see also Benkler, The Wealth of Networks, 279–85 (advancing 
an account of culture developed from within liberal political theory). As to Chon and Sunder, the 
pun is very much intended; their greater skepticism toward the liberal tradition is no accident. 
23 See, for example, Sugden, “Welfare, Resources, and Capabilities.” Other scholars argue that 
the theory’s egalitarian prescriptions would operate to society’s ultimate detriment by draining 
away social resources and impeding innovation. See, for example, Epstein, “Decentralized Re-
sponses to Good Fortune and Bad Luck”; Stein, “Nussbaum.” This, of course, depends rather 
substantially on how social utility is measured. 
24 For illuminating perspectives on liberalism as culture, see Paul Kahn, Putting Liberalism in Its 
Place; Taylor, Modern Social Imaginaries. 
25 See Latour, We Have Never Been Modern, 1–12, 39–47. 
26 See, for example, Bourdieu, Distinction; DiMaggio, “Culture and Cognition”; Foucault, The 
Archaeology of Knowledge; Giddens, The Constitution of Society. 
27 Eagleton, The Idea of Culture, 96. 
28 See, for example, Bowker & Star, Sorting Things Out; Gandy, The Panoptic Sort; Lyon, Sur-
veillance Society. 
29 Lessig, Code, 86–95. 
30 Marvin, When Old Technologies Were New, 4–8. 
31 Winner, “Do Artifacts Have Politics?,” in The Whale and the Reactor, 19–39. 
32 Different perspectives on that process include Dourish, Where the Action Is; Haraway, Simi-
ans, Cyborgs, and Women; Ihde, Bodies in Technology; Verbeek, What Things Do; Woolgar, 
“Configuring the User.” 
33 On culture and the production of space, see for example, Harvey, The Condition of Postmoder-
nity; Lefebvre, The Production of Space; and Soja, Postmodern Geographies. On surveillance 
and spatial production, see, for example, Foucault, Discipline and Punish; Lyon, Surveillance 
Society; Ball, “Exposure”; and Koskela, “The Gaze Without Eyes.” 
34 See Foucault, “Of Other Spaces”; Hetherington, The Badlands of Modernity, 20–40. 
35 For a useful perspective on interdisciplinarity, see Garber, Academic Instincts, 72–79. 



Configuring the Networked Self, © 2012, Julie E. Cohen 

This printable version was created under a Creative Commons Attribution 
NonCommercial ShareAlike license (see www.juliecohen.com) 

 

 

2 
From the Virtual to the Ordinary: 

Networked Space, Networked Bodies, and the Play 
of Everyday Practice 

 
 
 

 Before exploring the questions about creativity, subjectivity, and socio-
technical ordering raised in Chapter 1, it is useful to establish a general frame-
work for those inquiries. I have promised an account of the “networked self,” 
related in some way to something called the “play of everyday practice.” Those 
terms are not usual in legal scholarship about information policy. For most le-
gal scholars, the most salient aspect of the networked information society is the 
network itself and the new patterns of cultural participation that it enables. As 
we have seen, legal scholars have used theoretical frameworks derived from 
liberal political theory—most notably, frameworks organized around expressive 
liberty and market exchange—to impute overarching structure and purpose to 
those patterns. For the most part, they have conceptualized the activities of 
network users as occurring in an abstract, disembodied plane, detached from 
material and geographic contexts. 

 The vision of the networked information society and its citizens as tran-
scending bodies and spaces, and as moving inexorably within patterns dictated 
by the overarching values of speech and market exchange, is terribly incom-
plete. Without question, digital information networks have radically altered the 
horizons for human communication and collaboration. But cultural resources 
are not only digital, and creativity does not occur only online. Digital informa-
tion networks are perceived as creating privacy problems precisely because of 
the ways in which information may be aggregated and brought to bear on peo-
ple living in the real world. Architectures of control shape patterns of social 
ordering both online and offline. Networked information technologies change 
some of the problems with which law must grapple, but still a book about in-
formation policy in the networked information society cannot be only a book 
about the Internet. And the autonomous, rational, disembodied liberal self is as 
much a fiction as it ever was. To understand the architectural and regulatory 
challenges that confront our emerging information society, we must consider all 
of the ways that situated, embodied selves encounter information in a real 
world that is increasingly networked. 

 This chapter offers two sets of organizing concepts to structure that 
inquiry. The first set of concepts relates to the way that people and communities 
experience networked information technologies. Real, embodied people do not 
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experience “information” in the abstract; rather, the world both off- and online 
is apprehended through the lens of embodied perception. The primacy of em-
bodied perception has two important consequences. First, networked informa-
tion technologies do not call into being a new, virtual space that is separate 
from real space. Instead, they have catalyzed the emergence of a new kind of 
social space, which I will call networked space. Flows of information through 
networked space alter social patterns of interaction and resource allocation in 
important ways. Even so, networked space remains real space inhabited by real 
people. Second, the people who inhabit networked space have not disappeared 
into a virtual world, but their embodied experience of the real world is not the 
same as it was before. Networked information technologies mediate our inter-
actions and our perceptions, affecting the ways in which we understand our 
own capabilities, our relative boundedness, and the properties of the surround-
ing world. 

 The second set of concepts relates to the way that networked, embodied 
selves and communities use networked information technologies. To under-
stand the behaviors and motivations of networked, embodied selves, legal 
scholarship on the networked information society should largely abandon sim-
plified theoretical constructs like “freedom of expression” and “freedom of 
choice,” and instead examine the experiences of network users through the lens 
supplied by literatures that focus on the ordinary routines and rhythms of eve-
ryday practice. In particular, scholars concerned with the domains of creativity 
and subject formation should pay careful attention to the connections between 
everyday practice and play, including both the patterns of play by situated sub-
jects and the ways in which culture and subjectivity emerge from the interac-
tions between the ordinary and the unexpected. 

 

Myths of Digital Transcendence 
 Within U.S. legal and policy discourse about information rights, the 
terms “information society” and “cyberspace” function as powerful imaginar-
ies. They connote a world increasingly liberated from the mundane considera-
tions of space and time, and peopled by citizens who are increasingly liberated 
from the constraints of location, materiality, and physical embodiment. Infor-
mation policy documents often acknowledge a “digital divide” that separates 
the technological haves from the have-nots and propose measures to bring the 
have-nots into the digital age. That formulation tends to suggest that the most 
important thing about the digital divide is the ability to cross it, thereby “be-
coming” digital. Meanwhile, Fortune 500 companies, technology start-ups, ex-
perts in “human-computer interaction,” and others who cater to the desires of 
the technological haves pour increasing effort into designing network interfaces 
so seamless that one barely need stop to register their existence. 

 For historians, all this likely has a familiar ring. Placed in historical 
context, scholarly and popular fascination with the Internet is but the latest in-
stance of what David Nye calls the “American technological sublime”—a belief 
in the power of technology to subdue nature and usher in an age of transcendent 
reason. Since the nineteenth century, new communications and media tech-
nologies have been portrayed as forerunners of utopia. Earlier thinkers expected 
electric communication technologies to annihilate space and time; today, we 
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call upon networked digital technologies to finish that task, accomplishing what 
mere electricity could not. The Internet, in particular, represents the “digital 
sublime”: a plateau on which physical limitations cease to exist.1 

 Closely intertwined with myths of digital transcendence is a vision of 
networked information technologies as enabling freedom from bodily con-
straints. The official story of the transition to the information economy is the 
story of a slow but inexorable shift to the virtual that continues a process of 
commodification tracing back to the industrial revolution. In the transition to 
the information economy, property, labor, and money become not only com-
modified but also dematerialized. Intangible property, intellectual labor, and 
human capital flow effortlessly around the world, constrained here and there by 
regulatory “speed bumps,” but largely unmoored from physical constraints.2 

 To the extent that the embodied self appears within this narrative, it is 
as a placeholder for more abstract values: a site of autonomous choice, democ-
ratic deliberation, or deconstructionist liberation. Indeed, for many thinkers 
about cyberspace and information policy, the advent of the Internet seems to 
seal the body’s ultimate irrelevance to questions of social theory and social or-
dering, although different groups read that irrelevance differently. Thus, liber-
tarian social critics see in cyberspace the eventual apotheosis of enlightened 
social and economic individualism, while liberal theorists of a more communi-
tarian bent envision processes of reasoned, collective deliberation. For cultural 
critics of a deconstructionist bent, who see the world as a collection of texts, 
cyberspace—the space of the pseudonymous avatar, the writerly reader, and 
readerly writer—confirms the primacy of signs and exposes their infinite pli-
ability. 

 As Katherine Hayles has shown, the understanding of the digital body 
as fundamentally immaterial traces its intellectual roots to the field of cybernet-
ics, which began as an interdisciplinary effort to understand the properties of 
information and came to understand information as possessing constant proper-
ties regardless of the medium in which it is contained. The cybernetic world-
view powerfully shapes the contemporary understanding of materiality as a 
mere substrate for meaning. Some philosophers of information posit that in the 
networked information age, all meaningful attributes of bodies and selves can 
be expressed as flows of information. That approach, however, forecloses pre-
cisely the inquiry that we need to make; it brings the body into theory only to 
dispose of it at the first convenient opportunity.3 

 Popular and artistic imaginings of networked space, meanwhile, assert 
the continuing importance of the body in networked digital culture. Within sci-
ence fiction, William Gibson’s and Neal Stephenson’s protagonists rely on 
digital doppelgangers to negotiate provisional, improvised survival strategies 
within the interstices of real-world structures of power. To escape rigidly de-
terministic social control, Ethan Hawke’s character in the film Gattaca and 
Tom Cruise’s in the film Minority Report effectively rewrite portions of their 
own biological code so that their real, embodied selves can avoid detection, 
while the disaffected rebels of the Matrix series seek refuge in a gritty analog 
underworld. On television, joyful, consumerist visions of the networked body 
jostle for elbow room with their more dystopian cousins, iPod ads sandwiched 
between pitches for spam-filtering services and identity-theft protection. 
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 Who is right about the network and the body, our philosophers or our 
artists? The lessons of experience suggest that the truth is more complicated: 
technology does not erase embodiment; it alters aspects of embodied experi-
ence. This dynamic is not unique to networked information technologies. Con-
sider the passenger automobile, which radically transformed the ways that ordi-
nary people live, work, shop, and play. A world with cars and roads is experi-
enced differently than a world without them: it is smaller and more easily con-
figured to individual preferences. Similarly, the emergence of networked space 
catalyzes perceptions of and relations to the body’s immediate surroundings in 
“real” space that are hard to pigeonhole within preexisting theoretical frames. 
For example, mobile personal communication devices enable the sensation of 
continuous contact, but also intensify a phenomenon that social theorists of 
communication describe variously as “absent presence” or “present absence”: a 
distanced and distancing relation to people physically present and events cur-
rently unfolding in real space. Embodied experience remains important even in 
contexts that seem to be entirely virtual. Although popular and academic litera-
tures on virtual worlds celebrate escape from bodies, participants in virtual 
worlds continually supply reminders of how important they consider bodies and 
body images to be.4 

 Legal scholarship about the networked information society needs tools 
for thinking and talking about the relationships between the experiences of 
network users and the bodies and spaces that those users inhabit. This chapter 
seeks to begin that conversation by identifying a set of factors to consider. 

 

The Primacy of Embodied Perception 
 To understand the continuing centrality of bodies and spaces in the 
emerging networked information society, it is useful to begin by reconsidering 
some core assumptions that have dominated legal thought about the body and 
its relation to experience and knowledge. Recall, once again, that legal theo-
rists’ commitment to disembodiment stands in a long intellectual tradition. The 
mainstream of Western philosophical thought is founded on presumed di-
chotomies between mind and body, self and container, transcendent truth and 
immanent, contingent matter. These foundational dualisms in turn have struc-
tured theories about the relations between self and society and the mechanisms 
of social ordering. Within philosophy more generally, however, the possibility 
of a more direct and fundamental relation between embodiment and knowledge 
has long been a recurring theme. Today that theme has become a steady drum-
beat. The foundational dualisms of rationalist thought are increasingly ques-
tioned by scholars in fields ranging from philosophy to cognitive science, who 
offer a robust vision of embodied perception and cognition. Within these theo-
ries, the self does not merely have a body; the self is a body, and that body is 
embedded in social and material environments that mediate experience and per-
ception. 

 In sociology, connections between embodiment and social ordering 
have long been apparent. Pioneering studies by Erving Goffman and Clifford 
Geertz highlighted the role of performance in the development and negotiation 
of social conventions. Pierre Bourdieu argued that the faculty of distinction, or 
critical judgment, emerges out of a matrix of embodied, socially situated behav-
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iors that vary with class and social domain. Each of these approaches recog-
nizes that individuals and communities are not “cultural dopes” but rather 
“practical sociologists,” expertly negotiating matters of social ordering via 
thousands of clues embedded in the everyday actions of others.5 Critically, the 
everyday processes of practical sociology proceed using the only clues avail-
able: embodied, observable behaviors situated in real contexts. 

 Embodiment has also figured importantly in critical theory. Foucault’s 
historical analyses of the ways that the body has functioned as a site of social 
discipline have inspired a diverse array of work on what we might call the flip 
side of practical sociology: the social construction of conformity, hierarchy, and 
difference. In particular, critical theorists of race and gender have used Fou-
cauldian theory to inform arguments about the ways that race and gender dif-
ferences are produced by the gaze of others. Melding poststructuralism with 
theories about the performative and deconstructive powers of speech and lan-
guage, scholars such as Judith Butler argue that embodied, purportedly “natu-
ral” attributes such as gender and race are to an overwhelming degree products 
of social construction. Yet other gender theorists, such as Susan Bordo, Iris 
Young, and Kenji Yoshino, challenge this erasure of bodily difference, arguing 
that bodies are important sources of knowledge in their own right.6 

 Within the past two decades, each of these intellectual approaches has 
intersected productively with a third that focuses on the phenomenology of 
knowledge. Phenomenological thinkers, including most prominently Maurice 
Merleau-Ponty, reject the distinction between absolute truth and ephemeral ex-
perience that underlies so much of Western philosophical thought. Instead, they 
argue that our only route to apprehending reality is the physical means that we 
all possess: our bodies, which mediate our perceptions of the world around us.7 
Phenomenological theorists have been criticized for offering an essentialized 
and romanticized vision of human perception that leaves no room for the sorts 
of constructed differences that have preoccupied sociologists and critical theo-
rists. However, in recent years phenomenology has experienced a makeover of 
sorts. 

 Work by a diverse group of contemporary scholars harnesses these 
seemingly disparate intellectual traditions, seeking to reposition bodies and em-
bodiment as central to perception of both the self and the surrounding world 
while avoiding the trap of naturalism. The visions of embodied perception ad-
vanced by these scholars differ in many respects, but for my purposes the simi-
larities are more important: within these new theories of the body, embodiment 
is central to the development of both individual perception and social con-
sciousness, or intersubjectivity. The philosopher and critical theorist Elizabeth 
Grosz likens the body to a Möbius strip, a continually twisting interface along 
which perceptions of the internal and natural are constantly in flux. In Grosz’s 
vision of embodiedness, bodies emerge as both vehicles for social shaping and 
tools for the rejection of social shaping and the assertion of critical knowledge. 
Standing in counterpoint to Grosz’s work are works by sociologists Nick Cross-
ley and Chris Shilling that place relatively greater emphasis on the role of em-
bodied perception in mediating productive relations among social groups. All 
these scholars agree that the body has been too long neglected (or rejected) in 
social thought, that knowledge cannot be disentangled from embodied per-
ception, and that embodied perception and performance belong at the center of 
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the self-society relation. On a more abstract level, they agree that a hybrid theo-
retical stance is essential to grasping the elusive connections between and 
among embodiment, perception, and knowledge.8 

 The turn to embodiment in contemporary critical theory finds support 
in the emerging science of human cognition. Thus, for example, George Lakoff 
and Mark Johnson’s work on the use of concrete referents as metaphors for 
more abstract concepts—ideas as containers, thinking as seeing, and so on—
suggests that the physical structures the conceptual powerfully and inevitably. 
Their understanding of embodied cognition as the product of a continuous in-
terplay between concrete and abstract conceptual schema aligns nicely with 
Grosz’s metaphor of the Möbius strip. It suggests a model of the relation be-
tween the physical and the conceptual—and so between body and mind—as 
dynamically intertwined. Notably, Lakoff and Johnson identify Merleau-Ponty 
and John Dewey, who stressed the connection between knowledge and experi-
ence, as the two philosophers whose perspectives align most closely with their 
project of developing a “philosophy in the flesh.”9 

 Critically, the cognitive-theoretic understanding of metaphor is distinct 
from the term’s use in literary criticism and its offshoots. Within literary disci-
plines, metaphor is understood as consciously chosen ornamentation, even as it 
is analyzed for the unintended messages it might convey. Similarly, legal scho-
larship about the networked information society, like the long tradition of legal 
rationalism within which it is situated, often relies heavily on an understanding 
of metaphor as fundamentally superfluous to reason. But the metaphoric struc-
turing with which cognitive theory is concerned operates at a deeper and often 
unnoticed level. When I say that someone’s argument “rests on quicksand,” I 
am consciously deploying metaphor as rhetoric; when I describe the same ar-
gument as being “grounded in solid fact,” neither I nor my intended audience 
may recognize that I am speaking metaphorically. The two sorts of metaphor 
are related—both use one concept to describe another that is more abstract, in 
the process appropriating a complex web of associative meaning—but they are 
distinct. The latter mediates language and reason alike and cannot so easily be 
cast aside. Embodied perception supplies the ready-to-hand models of 
concreteness that render abstractions intelligible to people seeking to com-
municate with one another. 

 Within cognitive theory, the primacy of embodied perception in turn 
has important implications for our understanding of spaces. It suggests that 
space as experienced differs radically from space as conventionally theorized 
within the Western philosophical tradition. Within that tradition, space is un-
derstood as an inert, neutral container for human activity, an emptiness to be 
“filled up” by people and things. That understanding is formalized by modeling 
empty space as a grid defined by x, y, and z coordinates: an absolute (non)entity 
structured by abstract mathematical laws. But one does not and cannot appre-
hend abstract, mathematical space experientially. Space is experienced, instead, 
in terms of situatedness and orientation, and the vehicle for apprehending space 
in this way is embodied perception. The human cognitive apparatus is struc-
tured to apprehend the immediate environment as three-dimensional and to or-
ganize object perception and depth perception accordingly. The process of cog-
nition is “egocentric rather than geocentric”; we orient objects with respect to 
ourselves, not the reverse.10 Space in this sense is relative and mutable; it is si-
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multaneously apprehended through embodied perception and produced by our 
own actions. 

 That insight too converges substantially with those produced by critical 
theory. Critical theorists of space have rejected the “empty container” model of 
space and have asserted that space does not exist in any such absolute, a priori 
form; it is not something that human activity fills up, but rather something that 
human activity produces. In particular, they seek to draw attention to the ways 
in which the social production of space is structured by power, experience, de-
sire, and representation, and to illuminate the complex relation between the so-
cial production of space and the social production of knowledge. They argue 
that particular features of constructed space (including both singularities, such 
as the Champs-Élysées or the twin towers of New York’s World Trade Center, 
and more general categories, such as the mental institution, the marketplace, 
and the home) take on powerful metaphoric, and ultimately metonymic, signifi-
cance, coming over time to stand for the societies that produced them.11 

 The convergence between critical theory and cognitive science tells us 
something extraordinarily important about the way we both experience and 
produce the world around us. The primacy of embodied perception requires 
rejection of both the conventional distinction between absolute truth and 
ephemeral experience, on one hand, and deconstructionist claims about the ar-
bitrariness of purportedly natural categories, on the other. Fixed reality exists, 
but it isn’t external and a priori; instead, it is internal and dependent on innate 
cognitive structures. For all intents and purposes, only the phenomenal world 
exists. Just as critical theorists point to a simultaneous disconnect and intercon-
nect between the perceived (or real) and the conceived (or imagined), so cogni-
tive theorists argue that even the conceived is structured by the perceived in 
deeply determined ways. Yet the structurings themselves are not fixed; for ex-
ample, Lakoff and Johnson show that different cultures interpret and express 
spatial orientations differently.12 Both the metaphoric mappings and the ab-
stract, conceptual structures that they support are contingent and subject to 
change. Similarly, the social spaces produced by embodied beings are both real 
(in the only sense that matters) and contingent. 

 The lessons for information theory and policy are striking. Bodies are 
not simply inert matter that we all happen to possess; rather, the world that we 
experience is an inevitable perceptual byproduct of the human cognitive appa-
ratus. And spaces are not arbitrary fictions that can be jettisoned or assumed 
away. If bodies and embodied spatiality mediate cognition and social ordering 
in complex and interdependent ways, then we cannot simply leave bodies and 
spaces behind as we enter the networked information age. The transition to the 
virtual is always partial, equivocal, and unstable. To understand the emerging 
networked information society, we must take bodies and embodiment seriously 
and inquire how networked information technologies reshape our embodied 
perceptions and experiences. 
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Networks and Bodies, Part 1: Networked Space 
 The primacy of embodied perception points the way toward a very dif-
ferent approach to understanding the spatiality of the networked information 
society. We do not need to decide what kind of (separate) space “cyberspace” is 
or should be, but rather to investigate the ways that networked information 
technologies change experienced space. Networked information technologies 
catalyze the emergence of networked space: the real geography produced by the 
extension of networked information technologies throughout preexisting geog-
raphies. Networked space is not a unitary phenomenon or place; it can and does 
include a multiplicity of places and experiences, which in turn are connected to 
experienced, “egocentric” space in many different ways. 

 From a social perspective, space is produced by the elaboration and 
path-dependent cumulation of networks for the movement of goods, communi-
cation, and people. Each network changes the character of existing space; for 
example, once an interstate highway is built or air travel developed, some plac-
es are more accessible and others less so. In 1950, Houston, Texas, was closer 
to Paris, Texas, than to Paris, France; today, the reverse is true for many people. 
In Henri Lefebvre’s evocative metaphor, the social space that results from the 
gradual accretion of networks is “reminiscent of flaky mille-feuille pastry”: 

Considered in isolation, [social] spaces are mere abstractions. 
As concrete abstractions, however, they attain “real” existence 
by virtue of networks and pathways, by virtue of bunches or 
clusters of relationships. Instances of this are the worldwide 
networks of communication, exchange and information. It is 
important to note that such newly developed networks do not 
eradicate from their social context those earlier ones, superim-
posed upon one another over the years, which constitute the 
various markets: local, regional, national and international 
markets; the market in commodities, the money or capital mar-
ket, the labour market, and the market in works, symbols, and 
signs. . . . Each market, over the centuries, has been consoli-
dated and has attained concrete form by means of a network: a 
network of buying- and selling-points in the case of the ex-
change of commodities, of banks and stock exchanges in the 
case of the circulation of capital, of labour exchanges in the 
case of the labour market, and so on. . . . Thus social space . . . 
emerged in all its diversity.13 

 Networked information technologies contribute to the production of 
social space by enabling new markets, relationships, and practices, which are 
layered over the markets, relationships, and practices that previously existed. 
One way to understand this process is by exploring the products of efforts to 
map cyberspace. Historians who study practices of mapping understand that 
maps do not simply depict fixed reality. Mapping is an exercise in both repre-
sentation and conceptualization. Maps and mapping practices change over time 
in response to changed understandings of geography and sovereignty, and un-
derstandings of geography and sovereignty are produced, in part, by prevailing 
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practices of mapping.14 It is thus not surprising that efforts to map cyberspace 
have emerged as a site of contestation among scholars. 

 Some efforts to map cyberspace have subscribed to the assumption of 
experiential separateness that has dogged legal theorists of cyberspace. Perhaps 
the most influential of these was the conceptual mapping performed in William 
Mitchell’s City of Bits, which focused on identifying places and functions 
“within” cyberspace. At the same time, however, Mitchell’s choice of the city 
metaphor and his careful insistence on describing cyberplaces functionally rela-
tive to parallel places in real space undermined the notion of separateness. Mit-
chell’s treatment suggested powerfully that cyberspace is not a place, but a 
conglomeration of places, many with quite prosaic functions connected directly 
to the activities of real people in real spaces. 

 Other mapmakers have sought to map “the Internet” as a network of 
communication infrastructure within real space. These efforts have produced 
overlay maps showing the real-world geographic distribution of quantifiable 
network components such as backbone cables and routers, major nodes, and 
numbers of Web sites organized by hosting domain. To a degree that should not 
have been surprising to anyone, the early overlay maps revealed that Internet 
activity corresponded substantially to the real-world organization of geopoliti-
cal and economic activity, thereby further undermining the metaphoric con-
struct of cyberspace as separate space. Over time, however, the network overlay 
maps have suggested shifts in relations among existing sites of real-space activ-
ity and have traced the growth of new high-tech enterprise zones in developing 
countries, suggesting a dynamic relationship between the network and the pro-
duction of social space.15 

 Taken cumulatively, these mappings highlight the importance of con-
ceptualizing a networked space that is both real and emergent. This approach 
finds broad support in the work of social scientists who study the emergence of 
the “information society.” As many scholars have recognized, social and eco-
nomic activities are shaped by the uses of information and communication 
technologies to control flows of information. Those technologies in turn pre-
suppose and require concrete, material infrastructures and organizational logics 
that are tightly linked to real-space geographies. The sociologist Manuel Cas-
tells argues that the space of the twenty-first century is a “space of flows”: 
networked space that includes and is produced by activities both real and vir-
tual, and by the interconnections between the virtual and the real.16  

 Concurrently, the seductive image of cyberspace as empty space filled 
up with virtual activity has come under challenge from scientists who study the 
ontology of complex networks. This work identifies the Internet as one example 
of a “scale-free” network: a network in which the distribution and connectivity 
of nodes follow a power-law distribution—“a continuous hierarchy of nodes 
spanning from rare hubs to the numerous tiny nodes”—rather than a bell 
curve.17 Although scale-free networks can appear infinitely plastic to their us-
ers, they are not so in practice. The patterns of flow between nodes and to and 
from hubs follow predictable mathematical laws and so inscribe path-
dependencies that affect the direction and volume of later flows. Traffic to 
prominent nodes follows a “rich get richer” pattern, and their dominance within 
the network—think, for example, of eBay or YouTube—is relatively durable 
and difficult to displace. 
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 Together, the insights from geography, sociology, and network science 
point the way toward a theory of networked space as itself produced by and 
producing flows of information, interaction, and development. Moreover, the 
convergence between the sociology of networked society and the science of 
complex networks suggests powerfully that perceived differences between cy-
berspace and real space are differences in degree rather than differences in kind. 
Both the sociological theory of a space of flows and the mathematics of scale-
free networks apply to any complex human activity structured by interconnec-
tion, from the development of markets to the spread of infectious diseases to the 
propagation of fashions and cultural memes. We might say then that the emer-
gence of networked space makes these latent characteristics of real space mani-
fest, forcing an appreciation of the extent to which social space is constituted by 
flows of information, by the material infrastructures and organizational logics 
constructed to support the flows, and by the path-dependence of flows, infra-
structures, and organizational logics. 

 If we return to the topics of expressive and market liberty, which have 
preoccupied legal theorists of “cyberspace,” we can see that the legal literature 
on these topics described both new patterns of flow and new patterns of the 
production of experienced space. Turning first to freedom of expression, an 
essential insight of legal scholarship has been that flows of speech in networked 
space are different from flows in real space. There is substantially less agree-
ment on the precise nature of the difference. For some scholars, networked 
space is a space of expanded communicative opportunity, defined by the dis-
tributed peer production of cultural goods ranging from software to wikis and 
blogs to fan fiction. For others, the more salient feature of networked space is 
the enhanced control over communication exerted by intellectual-property 
owners and online intermediaries, or self-imposed by individuals. Taken to-
gether, those arguments support a more moderate (and much more interesting) 
position: networked space’s difference is neither fixed nor unidirectional, but 
manifests as an ongoing tension between communicative expansion and com-
municative closure. 

 Turning next to markets, we see that changes in connectivity are perva-
sively remaking national and global transaction patterns. In manufacturing, 
networked communication technologies compress time and collapse linear dis-
tance. Reshaped by global connectivity and just-in-time delivery, commodity 
markets increasingly mirror the efficiencies of capital markets. At the same 
time, however, these shifts render supply chains more vulnerable to short-term 
disruptions, and capital markets more vulnerable to dramatic price swings. Both 
types of markets also manifest a “dynamic of simultaneous geographic disper-
sal and concentration” in emerging “global cities.”18 On a more personal scale, 
global connectivity promotes personalized trade within virtual marketplaces 
such as eBay and Craigslist.org, but simultaneously fosters increasing aliena-
tion as both personal information and cultural goods become more thoroughly 
commodified. Here again, then, networked space’s difference manifests as an 
ongoing dialectic between increased opportunity and enhanced risk, and be-
tween personalization and standardization.19 

 Some critical theorists who study the rise of the networked society have 
questioned whether the shift to networked space is a conceit of the global elites. 
But when we expand our focus from the experience of being “in” cyberspace to 
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the effects produced by the emergence of networked space, it becomes easier to 
see that the consequences extend much more broadly. This is most evident in 
the linked realms of marketing and surveillance. Radio-frequency identification 
(RFID) tags in smart cards and consumer goods can be activated and linked to 
information networks, as can geolocation devices in mobile phones and cars. 
This dimension of the “always on” experience affects everyone who transacts 
and travels, not just those who deliberately connect to cyberspace. Other conse-
quences flow from the behavior of network users. People who do not have, and 
do not want, a Facebook page can be “tagged” in posted photographs and iden-
tified for the benefit of strangers living thousands of miles away. In each of 
these examples, the shift to networked space changes the character of existing 
space as experienced by ordinary people. 

 Changes in the structure of networked space also have other social con-
sequences. There is reason to think that the rise of networked space may broad-
ly affect the distribution of social resources. A digital divide is never only digi-
tal; its consequences play out wherever political and economic decisions are 
made and wherever their results are felt. Legal scholars have long worried 
about the structure of speech markets for exactly this reason, but most legal dis-
course about the structure of speech markets is highly abstract. Changes in 
speech markets are experienced locally, in the spatial distribution of bookstores, 
libraries, newsstands, broadcast franchises, protests, collaborations, and innu-
merable other activities. It is important to consider how a digital divide might 
alter those markets and also other resource distributions that inhere in social 
space. If the haves increasingly shop online while the have-nots shop in real 
space, the real-space distribution of goods, services, and employment patterns 
likely will change, and with it the real-space distribution of all the activities that 
make up the commerce of daily life. At the same time, the shift to networked 
space produces new juxtapositions between different groups of haves and have-
nots. As one example, the practice of outsourcing customer service operations 
to developing countries creates new patterns of communication that over time 
may alter the way that developing-world employees and developed-world cus-
tomers understand both one another and themselves.20 

 The essential point is that all the changes catalyzed by networked in-
formation technologies do not simply make cyberspace a different place. 
Changes in the ways that information is experienced and the ways that eco-
nomic, political, and personal interactions are structured alter the character of 
experienced space. The emerging networked space is both new and old, both 
real and virtual, both the same and different. As we will see next, the same is 
true of the networked selves/bodies who inhabit it. 

 

Networks and Bodies, Part 2: Mediated Perception 
 So far, I have argued that networked information and communication 
technologies are experienced by subjects who remain fundamentally embodied 
and located within real geographies. Here I want to broaden and extend that 
claim: networked information and communication technologies play an increas-
ingly significant role in constructing embodied experience. The relationship 
between the embodied self and networked digital technologies is not a one-way 
street, in which “technology” is an object of “experience.” Rather, the relation-
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ship between the embodied self and technology is a mutually constituting one. 
Technologies and artifacts are incorporated into everyday life by situated, em-
bodied beings and are experienced as altering, extending, or limiting capabili-
ties that we already possess. At the same time, technologies and artifacts medi-
ate our embodied perception of reality; over time, we come to experience them 
as constituting and defining the world around us. Reality is in part a function of 
what our technologies and artifacts do. Networked information technologies do 
not simply empower the networked self; they configure it. 

 Consider, first, the ways that the Internet and its information resources 
reshape the experienced geography of the networked information society. The 
long list of spatial metaphors—“Web site,” “navigate,” “go to,” “go back,” 
“download,” “upload”—formulated to describe the experience of Internet use 
suggests a process experienced in terms of distances, landmarks, and juxtaposi-
tions, exactly as the theory of embodied cognition would predict. Cyberspace 
distances are measured differently, in clicks or retrieval times rather than in 
walking or driving times, but they are distances nonetheless. Many educated 
Internet users resist this characterization, but this is chiefly because they have 
been trained to conceive of distance in Cartesian terms; experientially, distance 
is time. (How far from your office do you live?) To the extent that the online 
distance to a particular resource makes its real-space location seem closer or 
farther away, perceptions of networked space shift accordingly. Internet use 
does not make geography irrelevant; it reconfigures our understanding of it. 

 Networked information technologies do not alter only our perceptions 
of spatial proximity, however. Their mediating effects are far more intimate. 
The networked information age is increasingly experienced via the pervasive 
interpolation of networked information technologies into the spaces of the 
body. Data flows have escaped the obvious bounds of the networked computer 
and cross into and out of homes, cars, personal accessories, and public spaces 
by many avenues. To an increasing extent, the production of networked space is 
characterized not by disembodiment, but by the dissolution and reconfiguration 
of personal boundaries that we have long regarded as fixed and natural. Net-
worked space is neither empty nor abstract, and is certainly not separate; it is a 
network of connections wrapped around every artifact and human being. 

 Work in STS provides important resources for theorizing this process 
of dissolution and reconfiguration. Once again, there are important differences 
among the various approaches, but for my purposes what is more important is 
the way in which they converge: together, they suggest a networked self that is 
both irreducibly embodied and constituted partly by and through the technolo-
gies and artifacts that surround it. Networked information technologies define 
the processes by which bodily boundaries and flows of information across those 
boundaries are formed, re-formed, and naturalized. 

 Donna Haraway frames the relationship between embodied self and 
networked society in terms of a constantly threatened disintegration of bounda-
ries between network and self. In Haraway’s evocative term, networked space 
is the space of the cyborg, who is placed in circuits of information but not sim-
ply reduced to information.21 For some purposes—the use of heat sensors to 
modulate lighting and climate controls in an office building, or the deployment 
of vaccination to control disease—the cyborg is simply a node in the network. 
For others—the maintenance of population-wide biometric databases accessible 



Chapter 2, Configuring the Networked Self, © 2012, Julie E. Cohen 

13 

 

to law enforcement, or the deployment of vaccination to control fertility—it is a 
discrete entity with (at least for now) a legal right to maintain and defend its 
own boundedness. At many points—for example, the use of RFID transmis-
sions to verify identity or detect location—the nature and existence of bounda-
ries between cyborg and network is hotly contested. As distinct from the cyber-
netic subject, the cyborg body is both flesh and information, both particle and 
wave. Such an entity must continually negotiate both the conditions of connect-
edness and the consequences of disconnection. 

 Importantly, Haraway refuses to posit an ontological or experiential 
separation between the body and technology. She cautions that cyborg space 
cannot be avoided or evaded by retreat to an imaginary and finally mythologi-
cal naturalism. Instead, the self and the networked world must come to some 
rapprochement, the terms of which will continually be opened for renegotiation. 
The important questions do not concern the boundaries of the unitary self, but 
rather the relation between networked space and embodied space, and the pat-
terns of flow between them. Relevant patterns include flows of information to, 
from, and about the self and flows of information that link the self to and enable 
the constitution of groups and communities. As critics have noted, however, 
this is where Haraway’s account of the cyborg body stops short. Haraway urges 
the development of new languages with which to talk about self and network, 
but does not talk directly about what roles might remain for the cyborg as 
body.22 

 A different strand of STS scholarship, which adopts a phenomenologi-
cal perspective, usefully complements Haraway’s approach. Like Haraway, 
these scholars reject the idea of an essential, pretechnical self. Instead, they ar-
gue that technology and embodied cognition have always been mutually consti-
tuting. Don Ihde characterizes this approach as “postphenomenology”—a criti-
cal phenomenology focused on probing existing human-technology relations 
rather than on drawing absolute conclusions about the essence of embodied ex-
perience. In Peter-Paul Verbeek’s terminology, artifacts mediate both our expe-
rience of the world and our perception of it: embodied perception works to 
naturalize the technological landscape, even as changing technologies and arti-
facts reshape embodied perception and embodied capability.23 

 Importantly within this account of mediated perception, the shaping 
relation between artifacts and perception runs both ways. Consider, for exam-
ple, changes in techniques of mapping and geolocation. Twenty years ago, if 
you wanted to drive to visit a friend in another town, you needed a map. To get 
from point A to point B, you studied the map, figured out the lay of the land, 
and plotted a route along major or minor roads and through or around interven-
ing cities and towns. Internet mapping technologies changed that process, mak-
ing it possible to get from point A to point B without needing to plot a route or 
to take the lay of the land at all. Because a printout from MapQuest or Google 
shows a complete route, however, you might still glean a general sense of the 
surrounding geography. Sometimes, you might be offered a choice of routes, 
along with contextual details such as whether travel will maximize or minimize 
the use of highways. Portable GPS technologies change the process of getting 
from point A to point B yet again. Now, you can simply follow directions as 
they are given, one at a time. Armed with GPS capability, you can go anywhere 
without getting lost, but also without needing to figure out where you are. By 



Chapter 2, Configuring the Networked Self, © 2012, Julie E. Cohen 

14 

 

altering both the representation of real geographies and the manner of our ha-
bitual interaction with them, geolocation techniques enable a deeper reshaping 
of both our geographic agency and our geographic understanding. 

 Equally important, the shaping relation between artifacts and percep-
tion is experienced via the only route possible, the body and its perceptual or-
gans and capabilities. Consider again the emergence of mobile communication 
technologies and the phenomenon of “present absence”/“absent presence” that 
they create. We have become accustomed to speaking about our growing reli-
ance on mobile devices in the language of addiction. That metaphor, which in-
vokes a physiological process, acknowledges a truth that we have been reluc-
tant to confront more directly. But perhaps a more appropriate comparison is to 
the phenomenon of proprioception. Mobile devices augment the senses, con-
necting us to remote family, friends, and cultural resources. To one accustomed 
to this extended spatial and temporal reach, the lost Blackberry is experienced 
in a way more akin to temporary loss of sight or hearing than to the withdrawal 
effects of a withheld narcotic. Without our communications prosthetics, we are 
all disabled. 

 As the mapping example suggests, networked information technologies 
differ from other technologies in the extent to which the technological media-
tion of embodied perception is not simply functional, but also representational. 
The effects extend to our own self-perception. Juxtaposing postphenome-
nological theory with the culture of the digital image, Mark Hansen argues that 
“body schema”—which correspond more or less to what Verbeek would call 
the hermeneutic dimension of embodied perception—are informed by percep-
tions of body appearance that are themselves technologically mediated. This 
process does not originate with digital technologies—think, for example, of the 
understandings of bodies and embodiment brought about by the emergence and 
standardization of ready-to-wear clothing sizes or by the development of film-
based photography. But networked information technologies and the various 
forms of virtuality that they allow enable continually changing representations 
of the body and its capabilities and limitations.24 

 Last but not least, technologies and artifacts are used in contexts and 
communities, and so they mediate embodied perception in ways that are irre-
ducibly social. Studies of online environments ranging from gaming to open-
source programming to the blogosphere have shown that those environments 
produce some effects that align with critical theorists’ account of the body as a 
site of social shaping. For example, the Geek Feminism Wiki maintains an eye-
opening archive of incidents of sexism and harassment in technical communi-
ties, many of which involve body schema of the sort that Hansen describes.25 At 
the same time, however, technologies and artifacts empower users and user 
communities to further shared goals. Social shaping and empowerment are not 
mutually exclusive conditions, but rather overlap and coexist in a variety of 
combinations. As Hayles puts it, digital technologies are simultaneously in-
scribed upon the body and incorporated into embodied practice.26 As we will 
see next, the resulting agency exercised by embodied users and user communi-
ties is very different than the reigning liberal models of free speech and market 
choice. 
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The Play of Everyday Practice 
 Mediated perception notwithstanding, the networked self is not simply 
the passive product of technological shaping. Embodied, situated users interact 
with networked information technologies on a day-to-day basis, often turning 
those technologies to new purposes and adapting them in unexpected ways. 
Similarly, embodied beings both experience and produce networked space in 
the course of going about their daily lives. Many of these behaviors do not fit 
neatly into the overarching paradigms of expressive and market liberty that pre-
dominate in the legal literature. Understanding them requires a conceptual 
framework that treats them as ordinary rather than anomalous. The term “eve-
ryday practice” is both broader and less definite than the models of user behav-
ior conventionally employed by legal theorists, but both its breadth and its 
openness are crucial to understanding the legal and regulatory challenges that 
networked information technologies present. As distinct from the sort of agency 
commonly attributed to the rational, disembodied self of liberal theory, the so-
cial and political agency that manifests in everyday practice is constrained and 
contingent in myriad ways. It is also, however, enormously powerful for pre-
cisely the same reason that it is resistant to theory: its connection to play. 

 As we will see throughout the book, legal theorists have had difficulty 
constructing a believable account of the ordinary, everyday ways that people 
use information, participate in culture, and experience networked technologies. 
The preferred modes of analysis within liberal legal theory tend to support ide-
alized accounts of human activity organized around the exercise of liberty in 
different domains, most notably market exchange and self-expression. Theorists 
of technology sometimes have seemed equally wedded to idealized models of 
human conduct. Some, like William Mitchell, describe the construction of a 
permission-based cyborg space that is largely benign, full of freely flowing in-
formation and structured by voluntary participation. Donna Haraway, mean-
while, envisions an unceasing struggle between an “informatics of domination” 
and an informatics of resistance.27 Dichotomies between commerce and speech, 
or between utopian bliss and revolutionary struggle, are useful for expository 
purposes, but they can become crutches. The two-dimensional models that they 
offer are too stark to capture the full range of human motivations, choices, be-
haviors, and experiences, or the protean way in which one set of motivations 
and behaviors can flow into another. 

 Scholars who study everydayness, in contrast, emphasize its elusive, 
improvisational quality. In what has become the leading theoretical treatment of 
the everyday, Michel de Certeau argues that theory can have pernicious conse-
quences for the study of everyday life because it privileges one set of behaviors 
and explanations while requiring us to ignore all others. Nonhuman actors such 
as large market or government institutions may be expected to conform their 
actions more closely to prevailing theoretical models (though this is far from 
universally true). The resulting patterns of conduct, which de Certeau character-
izes as “strategies,” are relatively easy to systematize. People, however, do not 
so readily conform their behavior to theoretical models and the strategies that 
they suggest; instead, individual behavior comprises an ad hoc, diverse mix of 
practices that Certeau calls “tactics.” Tactical behavior is reactive but not al-
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ways predictable; like water around boulders in a streambed, everyday practice 
flows around the structures established by institutional frameworks, producing 
unpredicted and unpredictable results. Understanding the patterns of everyday 
practice requires less structure and more storytelling, or what Anglophone cul-
tural theorists like Clifford Geertz would call “thick description.” In particular, 
both Certeau and Geertz urged more careful attention to the spatial practices 
employed by ordinary people and to their uses of language.28 

 As an example of how attention to the tactical, reactive quality of eve-
ryday practice might change our understanding of information-policy problems, 
consider the problem of privacy and autonomy introduced in Chapter 1: how 
should we understand the evolution of subjectivity under surveillance? As we 
will see in Part III, many scholars argue that frameworks based on simple di-
chotomies between public and private, or between domination and resistance, 
are inadequate to describe many of the voluntary behaviors of individuals in 
public places, or to describe how the same individuals react when placed under 
video surveillance. Attention to everyday practice allows us to explore some of 
the reasons that this might be so. Public spaces function as sites for cultural ex-
ploration and participation, but also for experiencing the anonymity of crowds 
or for signaling membership in subcultures by performing behaviors recogniz-
able to other members. These practices, which evolved within undifferentiated, 
unsurveilled public space, create a kind of partial privacy out in the open. 

 When confronted with surveillance, these everyday practices change in 
complicated ways. Some individuals try to avoid the cameras, while others car-
ry on as though nothing had changed. Some resolve to move straight from point 
A to point B while blending in unremarkably, while others engage in more 
transgressive performances, “acting out” for the cameras. Video surveillance 
may also inspire more coordinated responses. The NYC Surveillance Camera 
Project documents camera locations and maintains Web-based maps that help 
people plot circuitous routes around them. Still other individuals have 
appropriated surveillance tactics for their own purposes. Users of mobile com-
munication devices in New York City created a Web forum, Hollabacknyc, on 
which to post photos of men sexually harassing women passersby. By repre-
senting male bodies and a particular set of male behaviors as diminished and 
ridiculous, the photos implicitly position female bodies as more powerful and 
public spaces as more safe.29 

 As these examples suggest, everyday practice is more than just a gap 
filler; tactical behavior can also be creative and may lead to productive innova-
tion. As users react to the constraints imposed by new technologies, they also 
adapt those technologies to their own ends. This realization has already re-
shaped the study of human-computer interaction, as scholars and technologists 
have come to recognize that patterns of work flow are shaped by contextually 
determined needs rather than by grand plans.30 It is also beginning to reshape 
the philosophy of technology. Here the postphenomenological approach to hu-
man-technology relations resonates with a strand of philosophical thought that 
critical theory has tended to overlook. The American pragmatist philosopher 
John Dewey developed a theory of experience as central both to understanding 
the world and to the exercise of social and political agency. Several contempo-
rary pragmatist philosophers have explicitly extended Dewey’s theories about 
experience to the realm of technologies and artifacts. They characterize human-
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technology interactions as manifesting a situated creativity that is local, contin-
gent, and democratic.31  The processes of situated creativity are not always 
technologically sophisticated. When they succeed, however, they produce sys-
tems far better adapted to the everyday needs of those who use them. 

 Within the last decade, legal scholars have come to recognize the im-
portance of user-directed innovation but have stumbled when seeking to theo-
rize its essence in political or economic terms. Yochai Benkler identifies nu-
merous examples of user-directed innovation spanning every conceivable do-
main, from software to genetic information to reference works to cultural mash-
ups. Benkler refers to these practices as examples of “commons-based peer 
production,” a term intended to denote both a nonhierarchical production struc-
ture and a lack of proprietary control over the results.32 The media studies 
scholar Axel Bruns has coined the term “produsage,” which melds “produc-
tion” and “usage,” to signal the erasure of the dichotomy between industrial 
production and passive consumption, which has long defined the mass-culture 
industries, and the emergence of a hybrid model combining active, engaged 
usage with collective, iterative improvement.33 I do not want to deny the value 
of economic modeling of collective production; Benkler in particular has pow-
erfully demonstrated that without such a model, the existing economic under-
standing of information production is incomplete. For my purposes, however, 
both terms remain too narrow. Attempts to identify the essence of the new rela-
tions of production have produced useful insights, but they also risk obscuring 
what is most fundamental about everyday practice: its connection to play. 

 What distinguishes everyday practice from the predicted behaviors 
generated by top-down theoretical constructs is not an economic relation or a 
governance relation, but rather the element of play. Within our culture, play is a 
term most often associated with frivolity or childhood innocence, or both. So 
framed, play contrasts with the seriousness of purpose that liberal political the-
ory imputes to mature adults. Alternatively, play is sometimes invoked in the 
legal literature in ways that align it with internal, unknowable creativity, and 
that refer back to the liberal ideal of the autonomous subject. Play is both more 
serious and less purposive than those framings suggest, and it is far more fun-
damental to human activity. 

 Social scientists who study play have concluded that its developmental 
functions extend into adulthood and remain centrally implicated in the proc-
esses by which individuals orient themselves in relation to the world. Particu-
larly relevant to the domains with which this book is concerned are play with 
objects and narratives, which locates the individual in relation to material and 
intellectual culture, and play with conceptions of empathy and morality, which 
enables individuals to form and pursue conceptions of the good. Play is both the 
keystone of individual moral and intellectual development and a mode of world 
making, the pathway by which transformative innovation and synthetic under-
standing emerge. It is neither inherently frivolous nor essentially single-
minded, but rather a process of open-ended encounter. Play also has other at-
tributes that run orthogonally to the dichotomy between frivolity and serious-
ness of purpose, including desire, pleasure, and release.34 

 Social science perspectives on play have tended to connect individual 
play to social structures in ways that emphasize the linkages between perform-
ance and conformity. Johan Huizinga considered the “play-element” so funda-
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mental to cultural development more generally that he believed the human spe-
cies ought to be called homo ludens—man who does not merely think, but 
plays. Building on Huizinga’s initial work on the role of mimesis in reproduc-
ing cultural structures, scholars from a number of disciplines have advanced a 
variety of theories about the social function of play—developing identity within 
the parameters established by community roles and norms, cultivating social 
and workplace skills or entrepreneurial instincts, constituting social narratives 
and mythologies, rehearsing social power. Brian Sutton-Smith’s important syn-
thetic study of literatures that investigate the various roles of play within soci-
ety concludes that the principal function of deliberate play is the adaptive one 
of fitting us to live in an unpredictable world.35 In the shorter term, however, 
play’s goals are often rather more specific, tied to the production and reproduc-
tion of specific cultural forms. 

 Critical theorists remind us that play is also an important modality for 
challenging dominant cultural forms. The core insight here is the deconstruc-
tionist one that language conceals ambiguity, which play uncovers and exploits. 
Play involves transgression of the boundaries that language and cultural prac-
tice establish, and transgressive play may ripen into a more conscious challenge 
to cultural and political forms. On this understanding, the domain of play is not 
coextensive with that of games, which involve both play and the observance of 
boundaries. So, for example, Jean-François Lyotard argues that in the informa-
tion age, politics becomes a game that consists of the appropriation and organi-
zation of language to justify and conceal the distribution of power, and that can 
be challenged only by other, incommensurable language games. But play repre-
sents a different kind of disruptive power, which can occur within the frame-
work of the dominant game or outside and around it, and which does not re-
quire the conscious formulation of a political purpose.36  

 Yet to debate whether play is more fundamentally hegemonic or trans-
gressive and transformative is to miss the central point about play: play is in-
between in two distinct and equally important senses. The first of these senses 
is political. Play defies easy characterization precisely because it arises and op-
erates in the space between (re)production and resistance. Play originates in the 
everyday practice of situated individuals and communities—in ad hoc, tactical 
responses to institutional structures and cultural patterns. It is neither wholly 
circumscribed by culturally determined rules nor the same thing as the negative 
liberty or freedom that the autonomous, rational, disembodied self is presumed 
to enjoy. Andrew Pickering characterizes scientific practice as a “mangle” 
shaped by a “dialectic of resistance and accommodation”: as materials and 
technologies resist user efforts, user efforts shift direction to accommodate the 
resistance.37 The play of everyday practice follows a similar pattern. In the on-
going dialectic between ad hoc, reactive tactics and situated creativity, the most 
salient aspect is not one or the other, but the continual interplay between them. 
Play’s ambiguous status—shaped by cultural constraints, but not wholly dic-
tated by them—is the source of its potentially transformative power. 

 Emerging networked communities of practice illustrate this quality of 
political in-betweenness, developing and articulating a relationship to overarch-
ing social institutions that partakes of both resistance and cultural reproduction. 
The open-source programmer who participates in online discussions about 
technology policy is helping build a community organized, in part, around re-
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jection of the ownership regime established by copyright law, but he is also 
performing classically liberal commitments to rational deliberation as a mode 
of politics. The person who contributes to a mass media fandom participates in 
a community organized around resistance to the copyright rules that give copy-
right owners control of most adaptations, but also around appreciation for the 
mass commercial culture that copyright plays a central role in enabling. The 
Hollabacknyc project described above seeks to alter the ways that gender is per-
formed and understood, but it does so by deploying the discipline of surveil-
lance. Traditions originating in these communities of practice in turn can pro-
voke reexamination of the law: many practices of attribution within online fan-
fiction communities respond directly to pressures originating in the world of 
copyrighted culture in that they are explicitly designed to forestall litigation by 
authors and copyright owners. Over time, however, the prevalence of norms of 
attribution within fandoms and other communities of practice has spurred de-
bate about whether the copyright system itself should incorporate attribution 
rules.38 

 Play also refers to a phenomenological in-betweenness that is not stud-
ied by most play theorists at all (although it is implicit in Sutton-Smith’s evolu-
tionary account). This is play in the sense that Gadamer described as “to and 
fro” and that I will call the play-of-circumstances: a pattern of events that is 
neither entirely random nor wholly ordered, and that generates continual 
change.39 The play-of-circumstances is an (anti-)hermeneutic conception: it de-
scribes a particular sort of relationship between situated subjects and contexts, 
within which predictability and explanation are continually subject to disrup-
tion. As a result of the play-of-circumstances, individual conduct is simultane-
ously under- and overdetermined—overdetermined because many environ-
mental variables could explain the particular behavior pattern that actually oc-
curs, but underdetermined because that explanation is not, and cannot be, avail-
able to us in predictive form. 

 From the perspective of the autonomous liberal subject, constant vul-
nerability to environmental disruption is most readily understood as disempow-
ering; from the standpoint of everyday practice, it is a potent source of cultural 
and political power. Recall, again, that everyday practice originates in a tactical 
posture; it is shaped from the outset by institutional and material constraints. 
From that perspective, environmental disruption may pose a threat, but it is just 
as likely to present an opportunity. Everyday practice takes what it can get, and 
so it responds to the play-of-circumstances in ways that are robustly opportun-
istic. Situated subjects and communities are quick to appropriate unexpected 
juxtapositions of spaces and resources and deploy those unlooked-for gifts to-
ward their own particular ends. As they do so, they alter both the geography of 
networked space and the technical mediation of embodied perception. The Web 
sites, wikis, and blogrolls of emergent communities organized around open-
source programming or fan fiction or resisting harassment join the private 
clubs, coffeehouses, book groups, and other semiprivate gathering places scat-
tered throughout physical space; they become both means by which the geogra-
phy of networked space is differentiated and sources of experienced power. 

 Throughout the rest of the book, I will refer to the play of everyday 
practice to signal play’s twofold in-betweenness—in between reproduction and 
resistance, and in between predictability and contingency. As we are about to 
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see, the play of everyday practice is the critical ingredient in each of the proc-
esses that Chapter 1 identified as requiring exploration. It is the motivating 
force behind creative practice, subject formation, and material practice. More 
generally, and linking back to the larger inquiry about information policy and 
human flourishing with which this book began, the play of everyday practice is 
the means by which human beings flourish. It is the modality through which 
situated subjects advance their own contingent goals, constitute their communi-
ties, and imagine their possible futures. It therefore must be a central considera-
tion in evaluating the constellations of legal, institutional, and technical devel-
opments with which this book is concerned. 

 

Cyberlaw’s Project Reconceived 
 Equipped with a provisional understanding of embodied perception, a 
heightened sensitivity to the ways that networked information technologies are 
reshaping social and personal geographies, and a renewed appreciation for the 
play of everyday practice, we can set aside utopian theorizing about networked 
information technologies as instrumentalities of transcendence and approach 
problems of information law and policy with a set of more mundane and far 
more important questions in mind: How do processes of creativity play out in 
the networked spaces inhabited by real, embodied individuals and communities, 
and how do expansive copyright laws affect the scope for the play of everyday 
creative practice? How are processes of evolving subjectivity affected by the 
emergence of networked space, and by surveillance practices that reconfigure 
personal boundaries? How do emerging governance regimes organized around 
architectures of control affect the play of everyday material practice, and how 
should legal theorists evaluate the disputes about openness and unauthorized 
access that have arisen within those regimes? Finally, how might the rules that 
govern information flow in the networked information society, and that estab-
lish the structure of networked space, preserve breathing room for the play of 
everyday practice? The remainder of the book addresses these questions. 

 

Notes 

 

1 The term “digital sublime” is Vincent Mosco’s. See generally Mosco, The Digital 
Sublime; Nye, American Technological Sublime. On the nineteenth-century response to 
electric communication technologies, see Marvin, When Old Technologies Were New. 
2 On the commodification of land, labor, and money during the industrial revolution, 
see Polanyi, The Great Transformation, 72-75. 
3 For Hayles’s recounting of the intellectual history of cybernetics, see Hayles, How We 
Became Posthuman. On the self as flows of information, see, for example, Floridi, “The 
Ontological Interpretation of Information Privacy,” 189-90. 
4 On mobile personal communication, see Fortunati, “The Mobile Phone”; Gergen, 
“The Challenge of Absent Presence.” For accounts of virtuality as an escape from the 
particularities of embodiment, see Kang, “Cyber-Race”; Stone, The War of Desire and 
Technology. For challenges to that understanding of virtuality, see Nakamura, Cyberty-
pes; White, The Body and the Screen. 



Chapter 2, Configuring the Networked Self, © 2012, Julie E. Cohen 

21 

 

 
5 Garfinkel, Studies in Ethnomethodology, 10-34, 68-73. See Bourdieu, Distinction; 
Geertz, The Interpretation of Cultures; Goffman, The Presentation of Self in Everyday 
Life. 
6 See, for example, Butler, Bodies That Matter; Bordo, “Bringing the Body to Theory”; 
Yoshino, “Covering”; Young, “Throwing Like a Girl.” 
7 Contemporary interest in phenomenology generally traces its roots to Heidegger’s 
early elaboration of “being in the world” as the basis for knowledge, but the most sy-
stematic effort to develop a phenomenological theory of knowledge is Merleau-Ponty’s 
Phenomenology of Perception. 
8 See Crossley, The Social Body; Grosz, Volatile Bodies; Shilling, The Body in Social 
Theory. 
9 Lakoff and Johnson, Philosophy in the Flesh, 97. 
10 Wang & Spelke, “Human Spatial Representation,” 376; see also Spelke, “Origins of 
Visual Knowledge.” On the Western philosophical tradition’s understanding and mi-
sunderstanding of space, see Curry, “Discursive Displacement.” 
11 See, for example, Foucault, “Of Other Spaces”; Lefebvre, The Production of Space; 
Soja, Postmodern Geographies. 
12 Lakoff & Johnson, Metaphors We Live By, 139-46. 
13 Lefebvre, The Production of Space, 86. 
14 See generally Jeremy Black, Maps and Politics; Harley, The New Nature of Maps; 
Pickles, A History of Spaces. 
15 For a comprehensive study of approaches to mapping the Internet, see Dodge & Kit-
chin, Mapping Cyberspace. 
16 Castells, The Rise of the Network Society, 378-428. On the linkages between informa-
tion technologies and material infrastructures, see Sassen, ed., Global Networks, Linked 
Cities. 
17 Barabási, Linked, 69-72. 
18 Sassen, “Locating Cities on Global Networks,” 2-4. 
19 A provocative effort to theorize this process within legal theory is Radin, “Online 
Standardization and the Integration of Text and Machine.” 
20 Mirchandani, “Practices of Global Capital,” 370. On globalization and flows of cultu-
re, see generally Appadurai, Modernity at Large. 
21 Haraway, Simians, Cyborgs, and Women, 149-81. 
22 See, for example, Sheets-Johnstone, “Corporeal Archetypes and Power,” 152-53. 
23 Verbeek, What Things Do, 123-38, 195-99. See also Ihde, Bodies in Technology; 
Ihde, Postphenomenology. 
24 Hansen, Bodies in Code, 20-22. 
25 See http://geekfeminism.wikia.com/wiki/Category:Incidents. 
26 Hayles, How We Became Posthuman, 192-207. 
27 Haraway, Simians, Cyborgs, and Women, 161-72. For William Mitchell’s more op-
timistic vision, see Me++. 
28 See Certeau, The Practice of Everyday Life; Geertz, The Interpretation of Cultures. 



Chapter 2, Configuring the Networked Self, © 2012, Julie E. Cohen 

22 

 

 
29 See “NYC Surveillance Camera Project,” http://www.mediaeater.com/cameras/; Hol-
labackNYC, http://hollabacknyc.blogspot.com/. 
30 See Dourish, “What We Talk About When We Talk About Context”; Suchman, 
Plans and Situated Actions. 
31 Hickman, Philosophical Tools for Technological Culture; McCarthy & Wright, 
Technology as Experience. 
32 Benkler, The Wealth of Networks, 60-63. 
33 Bruns, Blogs, Wikipedia, Second Life, and Beyond, 9-30. 
34 See generally Stuart Brown, Play; Gardner, Developmental Psychology, 228-47; Pel-
legrini, The Oxford Handbook of the Development of Play; Wenner, “The Serious Need 
for Play.” 
35 Sutton-Smith, The Ambiguity of Play, 221-31. 
36 Lyotard explicates his theory of games in The Postmodern Condition. For some use-
ful discussions of transgressive play in a variety of contexts, see Butler, Gender Trou-
ble; Coombe, The Cultural Life of Intellectual Properties; McGrath, Loving Big Bro-
ther. A thought-provoking exploration of boundary play divorced from explicitly politi-
cal ideas of transgression is Nippert-Eng, “Boundary Play.” 
37 Pickering, The Mangle of Practice, 21-24. 
38 On liberal commitments in open-source communities, see Coleman & Golub, “Hac-
ker Practice,” 259-63; Kelty, Two Bits, 36-94. On media fandoms, see Tushnet, “Pay-
ment in Credit.” On communities of practice generally, see Wenger, Communities of 
Practice. 
39 Gadamer, Truth and Method, 102-10. 



Configuring the Networked Self, © 2012, Julie E. Cohen 

This printable version was created under a Creative Commons Attribution 
NonCommercial ShareAlike license (see www.juliecohen.com) 

 
 

3 
Copyright, Creativity, and Cultural Progress 

 

 

 

 Both in the U.S. and globally, the past few decades have witnessed a 
significant expansion of legally-conferred control over copyrighted content. 
Copyright attaches to a bewildering variety of human creations, ranging from 
novels and paintings to blog posts and snapshots. In the wake of recent term 
extensions, copyright also lasts longer than ever before. The rights conferred by 
copyright have become inexorably broader, encompassing nearly all secondary 
uses and adaptations of copyrighted content. Meanwhile, the exceptions and 
limitations to copyright that previously existed within national laws have been 
progressively narrowed. 

 One especially noteworthy casualty of copyright expansion is copy-
right’s traditional but largely implicit public-private distinction, which histori-
cally shielded many individual uses of copyrighted works from liability. Today, 
copyright policy makers are increasingly disinclined to think that the law 
should privilege personal acts of copying, performance, or adaptation of some-
one else’s copyrighted content. According to the former U.S. Register of Copy-
rights, digital communication networks and technologies “seamlessly” trans-
form acts of private copying into acts of public distribution—acts, that is, in 
public and with public consequences.1 This perspective suggests that in the 
digital age, copyright infringement liability should extend broadly. 

 Copyright scholars vehemently disagree on whether current copyright 
laws strike the right balance between authors and the public. Even so, Anglo-
American copyright is premised on a set of assumptions about the relationship 
between copyright and creativity that most scholars largely accept: copyright 
supplies incentives for authors to produce creative work, but the creative proc-
ess is essentially internal and unknowable. Because of the incentives it supplies 
to authors, copyright promotes the widespread dissemination of knowledge and 
learning to the public, and that process runs largely one way; authors produce 
knowledge and the public receives it. Copyright’s incentive scheme also pro-
motes the continual forward march of creative and intellectual progress. Be-
cause copyright attaches only to creative expression and not to underlying 
ideas, functional principles, and the like, properly tailored copyright protection 
can avoid frustrating the needs of future authors. And because ideas and other 
noncopyrightable subject matter exist in the public domain, they are freely ac-
cessible to everyone. 

 This account of cultural development is incomplete in every critical 
respect. First, copyright scholars have not been particularly interested in under-
standing creative practice—in what it is that the people we call authors actually 
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do on a day-to-day basis. Creativity is constantly invoked by copyright lawyers, 
lobbyists, judges, and scholars to explain their arguments and decisions, but it 
is never really explored. Second and relatedly, although users of copyrighted 
works play important roles both as audiences and as future authors, copyright 
theory and jurisprudence have evinced little interest in understanding how users 
assimilate culture and whether that process is as passive as copyright’s incen-
tive story supposes. Third, despite equally obligatory invocations of “progress,” 
we know very little about how cultural progress actually proceeds or about how 
copyright law affects its direction and content. Fourth, copyright’s model of the 
process of cultural transmission, which depends centrally on the abstract con-
cept of the idea-expression distinction, is highly artificial and conflicts with a 
large body of evidence about the way that cultural transmission actually works. 
The equally abstract concept of the public domain suggests a distribution of 
cultural resources that corresponds poorly to the cultural reality that users and 
authors alike must negotiate. 

 This chapter explores the gaps in copyright’s implicit account of crea-
tivity and cultural development, and links them to a set of core commitments 
that unite copyright maximalists and minimalists alike. Copyright theory and 
jurisprudence are powerfully structured by the tenets of liberal political theory, 
which generate a set of presumptions about the appropriate tools for under-
standing the interactions between copyright and culture. Those presumptions 
define the boundaries of copyright’s epistemological universe in a way that ex-
cludes many other approaches to investigating and theorizing about creative 
processes. The result is that copyright theory remains impoverished in impor-
tant and outcome-determining ways. 

 

The Subject of Copyright: The Creativity Paradox 
 Within most accounts of copyright, the phenomenon of human creativ-
ity is central to copyright’s project of promoting artistic and intellectual pro-
gress. Creativity is the fuel that powers the copyright system; without it, there 
would be nothing to which copyright’s incentives could attach. But both copy-
right scholarship and copyright policy making have proceeded largely on the 
basis of assumptions about what creativity is and how the fruits of creativity are 
transmitted. Those assumptions take the form of stylized, oversimplified mod-
els of authors and users, and of the presumptively separate roles that each group 
plays within the copyright system. Within the framework of liberal individual-
ism that Chapter 1 described, that approach is unsurprising. Probing the rela-
tionships between authors, users, and culture more carefully might uncover re-
lationships and patterns of influence inconsistent with liberalism’s foundational 
presumption of separation between self and society. As a result of its failure to 
ask such questions, however, legal talk about creativity is trapped in Plato’s 
cave; it purports to have divined creativity’s ideal institutional form, but cap-
tures only its shadow. 

 Within contemporary copyright jurisprudence, the copyrightability of a 
“work of authorship” is determined in the first instance by evaluating the “ori-
ginality” of the work itself—that is, by focusing on the end product rather than 
on the process that led to its creation.2 There are good historical reasons for this 
rule. As both Justin Hughes and Oren Bracha have observed, copyright law’s 
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law’s focus on the work enables the copyright system to assign rights without 
relying on problematic eighteenth-century concepts of romantic authorship. 
Bracha notes, as well, that the doctrinal emphasis on works of authorship  that 
emerged within late nineteenth-century copyright law accorded with the nine-
teenth-century liberal ideology of propertization, and that, historically speaking, 
it is well-suited to an age in which much authorship is corporate.3 

 The turn away from authorship in copyright doctrine is only partial, 
however. To resolve copyright disputes, courts and commentators return over 
and over again to concepts of authorship. In cases involving competing claim-
ants to authorship status, such concepts often function as tiebreakers, enabling 
courts to determine which claimant is the “real” author. Carys Craig shows that 
in infringement cases, courts implicitly contrast what the defendant did—
imitation, improvement, or criticism—with the actions of a “true” author.4 
Those categories, by necessary implication, say something about what an 
author does not do: she does not merely consume; she does not simply copy; she 
does not just improve; she does not only deconstruct. But the categories them-
selves bring us no closer to understanding what an author does and how she 
does it. Quite the opposite: a doctrinal stance that holds romantic authorship to 
be irrelevant to copyrightability, all the while admitting preconceptions about 
authorship through the back door, operates to prevent systematic attention to 
the ways that authorship works in practice. 

 Theoretical accounts of authorial entitlement do little to clear up the 
confusion about the nature of authorship and how it relates to creativity. Rights 
theorists of all varieties have generally described creativity in terms of an indi-
vidual liberty whose form remains largely unspecified. For these scholars, the 
chief worry is that some legal feature of an author’s environment—overly re-
strictive copyright or some form of official censorship—will constrain creativ-
ity in a way that leaves society the poorer.5 Some scholars working within the 
domain of rights theory consult self-reports by artists about the nature of the 
creative process. When asked to discuss the sources of their inspiration, indi-
vidual artists tend to describe a process that is intrinsically unknowable. When 
legal scholars invoke these self-reports, however, they add something: they 
characterize creative motivation as both intrinsically unknowable and essen-
tially internal. Roberta Kwall characterizes creativity as a gift of self, closely 
akin to and often intended as an act of religious expression.6 By directing scho-
larly attention to the literature on gifts, Kwall’s account usefully enlarges the 
prevailing conception of authorial motivation, but it does little to help situate 
creativity in the world from which it arises. Justin Hughes relates creativity to 
real-world experience using a rich set of anecdotes drawn from artistic and 
scientific history, but his focus remains the individual creator rather than the 
community in which the creator is situated. He concludes that creativity is “a 
set of black boxes, one within each of us,” that enables the transformation of 
experience into expression.7 

 Economic theorists of copyright prefer to work from the opposite end 
of the creative process, seeking to divine optimal rules for promoting creativity 
by measuring its marketable by-products.8 As a general rule, economic analysis 
infers motivation from conduct; it is not interested in, and lacks tools to ex-
plore, the problem of what creates motivation—and more precisely, inspira-
tion—in the first place. Put differently, economics is fundamentally the study of 
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production rather than creation. Although the force of this distinction is blunted 
slightly in the age of mass-produced cultural works created for mass audiences, 
it is still a difference that matters; the initial inspiration must come from some-
where. Practitioners of economic analysis treat creative motivation as both in-
ternal and exogenous—a preexisting preference that matters only to the extent 
that it is presumptively enhanced by the possibility of an economic reward. The 
details—why someone creates at all and why she creates this rather than that—
are irrelevant; it is assumed that market signals will take care of those. As a re-
sult, while economic tools may help explain shifts in larger patterns of supply 
and demand, or the institutional structures that evolve to enable exploitation of 
particular types of creative resources, they are not very useful for exploring 
creativity itself. The problem is especially acute in cases of large creative leaps, 
which by their very nature cannot be predicted from existing patterns. 

 Some economically inclined critics of maximalist economic models 
challenge the argument that copyright invariably supplies an incentive to pro-
duce creative work. Scholars like James Boyle and Yochai Benkler argue per-
suasively that sometimes creative motivation has nonmarket origins. But they 
tend to agree with the maximalists that the specifics of creative motivation are 
irrelevant. As Boyle puts it, it doesn’t matter why people create, only that they 
do it.9 But if creativity is not purely internal—if it is a function of what authors 
are looking at, reading, and listening to—the details of the creative process mat-
ter a great deal. 

 A great deal of evidence suggests that scholarly assumptions about the 
intrinsic quality of creativity are too hasty. To begin with, that assumption does 
not match the experience that artists describe at all. Artists may not be able to 
tell us why they create, but they can tell us a lot about the where, what, who, 
and how of particular creative processes—where they were in space and time; 
what they were looking at, reading, and listening to; who they were talking to; 
and what insights or experiments sprang from those interactions. And social 
scientists who study the creative process have found unequivocally that these 
things matter.10 Even if inspiration is every bit as unknowable as artists say it is, 
then, it still ought to be possible to say a lot more about the everyday practice 
of creative work. It ought to be possible, moreover, to engage in that inquiry 
while recognizing and bracketing objections to “authorship” as an ontological 
category. In other words, rather than asking what authorship is, we should be 
asking what those who work in domains of artistic and intellectual endeavor do 
on a day-to-day basis. What practices do they engage in while creating? Criti-
cally, how do interactions both with other people and with existing cultural arti-
facts inform creative practice? 

 Asking those sorts of questions requires us to consider authors as users 
of cultural works first and creators only second. Here, though, we reach another 
impasse. The copyright system’s account of cultural development is relatively 
incurious about users and their behavior. It is commonly understood that users 
of copyrighted works play two important roles within the copyright system: 
they receive copyrighted works of authorship, and some of them become au-
thors. Both roles further the copyright system’s larger project of promoting cul-
tural progress. But neither copyright jurisprudence nor copyright theory has 
evinced much curiosity about how users perform these functions and about 
what they might need in order to do so. If copyright concerns the private, inter-



Chapter 3, Configuring the Networked Self, © 2012, Julie E. Cohen 

5 

 

nal relationships between authors and their works, then it makes sense not to 
think much about users of copyrighted works. But if creative practice arises out 
of the interactions between authors and cultural environments—if authors are 
users first—failure to explore the place of the user in copyright law is a critical 
omission. 

 Consider two important questions about how users envision and per-
form their own roles within the copyright system. First, why do users engage in 
so-called private consumptive copying of copyrighted works? For the most 
part, copyright doctrine and copyright scholarship answer that question in a 
way that is resolutely economic (and that the terminology of “private” and 
“consumptive” presumes): users are motivated by their own personal, private 
benefit as consumers of artistic and information goods. They copy because get-
ting something for free is better than having to pay for it.11 According to the 
narrative of this user, whom I will call the “economic user,” it makes sense that 
private copying should be infringing or should become so as new abilities to 
exploit markets develop. Because the economic user is not himself an author, 
and because he is situated within a theoretical framework inclined to view un-
remunerated appropriation of common resources as tragic, he is generally 
oblivious to the long-term effects of such copying on authorial incentives.12 A 
legal rule defining all copying as infringement (unless excused by a fact-
specific defense) solves the incentive problem in a way that benefits the eco-
nomic user: it keeps prices low and enables information providers to develop 
product offerings to satisfy user-consumers at different price points. 

 Second, how do transformative fair uses arise? Judicial and scholarly 
explorations of transformative fair use posit a very different sort of user than 
the economic user who informs discussions about private consumptive copying: 
this user is a dedicated and perceptive cultural critic. To the extent that he cop-
ies, he does so in a deliberate way that relates solely to communication of a 
critical or parodic message.13 This user, whom I will call the “romantic user,” is 
author-like, and so it makes sense that copyright should privilege his creations. 
While a broad rule privileging transformative fair use might appear to conflict 
with the incentive principle, judges and scholars all agree that shelter for cul-
tural criticism promotes the progress of knowledge, and that absent such shel-
ter, many copyright owners would not license transformative critical copying. 
Shelter for transformative fair uses thus serves copyright’s ultimate goals. 

 There are several curious things about these answers. First, the users 
they posit are very different from each other—so different that they seem to be 
completely different people, and to have little to say about behavior outside 
their home domains. The romantic user cannot point the law toward a different 
answer to the question why users engage in private consumptive copying, and 
this is so by choice. The romantic user’s interests lie in the realm of transforma-
tion, so he has little to say about either the costs or the benefits that other sorts 
of private copying might generate. The economic user’s approach to the prob-
lem of transformative use is equally unsatisfying. It is widely acknowledged 
that some fair uses, including many transformative uses, create positive exter-
nalities from which society as a whole benefits greatly, and that many such uses 
would not be made if the users who make them were required to internalize all 
of the costs. This insight justifies having a fair use doctrine, but it does not tell 
us how to decide particular cases. Because of the clear mismatch between indi-
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vidual and social utility, economically inclined judges and scholars have re-
peatedly stumbled in their efforts to theorize an economic basis for identifying 
those uses that are worth privileging.14 

 Perhaps the differences between the economic user and the romantic 
user follow straightforwardly from the fact that activities within the two do-
mains are so different. There are two ways in which this could be true. First, 
perhaps there are simply two different kinds of people in the world, those who 
transform copyrighted works and those who consume them. But that hypothesis 
is both theoretically implausible—how can one transform something without 
having first consumed it?—and inconsistent with experience. Transformative 
fair use requires enough consumption for a critical perspective to emerge, and 
in the Internet age, experiments with transformative use by ordinary consumers 
are all around us. Alternatively, perhaps users who engage in both types of ac-
tivities simply approach them quite differently. Perhaps we are romantic about 
transformation and economic about acts of copying that are unconnected to 
transformation. But that assumption begs a large and enormously important 
question about the relationship between consumption and creation, one that the 
characters of the economic user and the romantic user themselves cannot an-
swer. 

 In fact, the narrative of the romantic user tells us very little about how 
and why the users who make fair uses do what they do. In most fair use cases, 
the identity of the user is known, the use has already been made, and the only 
question is whether it passes muster. Perhaps for these reasons, courts and 
commentators evaluating fair use cases tend to talk about uses as faits accom-
plis. Although the fair use analysis requires nods to abstract and general quali-
ties such as commerciality, the question of lawfulness is rarely related in any 
systematic way to the process that led to the use. Scholarly accounts of the ro-
mantic user similarly are more concerned with ends than with means. The ro-
mantic user’s life is an endless cycle of sophisticated debates about current 
events, discerning quests for the most freedom-enhancing media technologies, 
and home production of high-quality music, movies, and open-source software. 
He knows exactly which works he wants to use and what message he wants to 
convey. The romantic user therefore is poorly positioned to explain the proc-
esses by which access and use become transformation. 

 The narrative of the economic user tells us equally little about why us-
ers copy. We are given to understand that the economic user enters the market 
with a given set of tastes in search of the best deal. That assumption does not 
reckon with users themselves or with their reasons for copying in any meaning-
ful way; instead, it obviates the need to ask questions that might reveal a more 
complex relationship between copying and motivation. Scholarly and judicial 
discussions of private copying approach user behavior as an aggregate phe-
nomenon to be molded and disciplined. That stance precludes consideration of 
whether private copying serves other purposes, what those purposes might be, 
and how we should value them. In particular, we are foreclosed from consider-
ing whether there might be a more continuous relationship between the activi-
ties of copying and transformation, and whether the midpoints on that contin-
uum might be interesting in their own right. 

 Ultimately, then, the narratives of the romantic user and the economic 
user rest on the same assumptions that have animated scholarly discussions 
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about the nature of authorship. The narrative of the romantic user, which insis-
tently decouples process from end result, returns us to the conception of crea-
tivity as fundamentally internal and unknowable. It is that conception, rather 
than any inevitable reality, that explains why the connections between access 
and (fair) use, or between copying and transformation, are seemingly opaque 
and undiscoverable. The narrative of the economic user, meanwhile, returns us 
by a different route to the assumption that the details of creative motivation are 
exogenous and therefore irrelevant. In casting users as passive recipients of cul-
ture, it ignores critical dimensions of the user’s response to creative works. As 
before, this is a methodological limitation of economics generally. Because it 
measures sales rather than the communication of ideas, economics lacks the 
tools to distinguish between the world-changing and the merely popular, on the 
one hand, and between the avant-garde and the simply unappealing, on the oth-
er. Economics can model aggregate demand, but demand is a poor metric for 
gauging the extent to which a work captures the imagination. Lacking a win-
dow into the imagination, economics cannot illuminate the processes of cultural 
participation. 

 Not coincidentally, neither the romantic nor the economic user offers 
much guidance in resolving some difficult questions that contemporary copy-
right law must confront. Many contemporary copyright disputes involve fan 
responses to popular works of mass culture, ranging from fan fiction and videos 
to user-generated trivia guides to illustrated histories. These works all involve 
significant components of both copying and creation, and they often can be dif-
ficult to characterize as works of criticism. Because copyright’s user narratives 
frame a binary distinction between consumptive and transformative copying, 
both courts and scholars have had difficulty deciding how to characterize such 
works. A related set of questions concerns whether and to what extent users 
should have a right to circumvent technical protection measures, such as the 
copy-protection system used for commercially produced DVDs, in order to 
make lawful uses of the underlying copyrighted content. Lacking good models 
that relate process to end result, courts have cheerfully decreed that the avail-
ability of tools for making fair uses is irrelevant, and scholars who think the 
result should be different have stumbled in trying to explain why. 

 In short, to develop an understanding of creativity, what is needed is 
not a better definition of authorship, nor an airtight conception of usership that 
is distinct from authorship, but rather a good understanding of the complicated 
interrelationship between authorship and usership, and the ways in which that 
interrelationship plays out in the cultural environments where creative practice 
occurs. The task has been so difficult for legal thinkers precisely because the 
path from access to manipulation to transformation depends in part on consid-
erations that the prevailing models of author and user behavior do not admit. A 
more useful model would abandon preconceptions about romantic vision and 
consumptive utility and focus on the related processes of cultural participation 
and creative practice. 

 

 

 

 



Chapter 3, Configuring the Networked Self, © 2012, Julie E. Cohen 

8 

 

The Social Value (or Cost?) of Copyright 
 Copyright theory’s account of cultural development also depends cen-
trally on the assumption that progress has a single, merit-based trajectory and 
that a well-designed copyright system simply moves society along that trajec-
tory faster and more effectively. Although some copyright scholars have urged 
a more critical perspective, most copyright scholars and policymakers strenu-
ously avoid casting doubt on this account of copyright’s relation to progress. In 
particular, although they may disagree on the optimal scope of copyright, most 
copyright scholars and policy makers are inclined to think that a properly tai-
lored scheme of rights and limitations will produce markets for copyrighted 
expression that are more or less value neutral. They are deeply suspicious of the 
role of value judgments about artistic merit in justifying the recognition and 
allocation of rights, and equally suspicious of postmodernist theoretical per-
spectives that characterize artistic and intellectual knowledge as historically and 
culturally contingent. That stance exposes a shared epistemological universe 
that is relatively narrow and that forecloses potentially fruitful avenues of in-
quiry into the process of cultural production. 

 Copyright judges and scholars have struggled mightily to articulate 
neutral, process-based models of progress that manage both to avoid enshrining 
particular criteria of artistic and intellectual merit and to ensure that the “best” 
artistic and intellectual outputs will succeed. The canonical statement of the 
copyright lawyer’s anxiety about the twin dangers of judgment and relativism is 
Justice Holmes’s warning that: 

It would be a dangerous undertaking for persons trained only to 
the law to constitute themselves final judges of the worth of 
pictorial illustrations. . . . At the one extreme some works of 
genius would be sure to miss appreciation. Their very novelty 
would make them repulsive until the public had learned the 
new language in which their author spoke. . . . At the other end, 
copyright would be denied to pictures which appealed to a pub-
lic less educated than the judge.15 

On its face, this statement works hard to avoid recognizing particular criteria of 
artistic and intellectual merit. But it presumes that they exist and that appropri-
ate judgments will be made by audiences competent to do so as long as copy-
right does not attempt to choose winners in the marketplace of ideas. Copyright 
scholarship routinely both echoes Holmes’s warning and adopts its implicit 
premises. 

 In the last two decades, the reigning account of copyright’s role in fa-
cilitating cultural progress has come under challenge from scholars grounded in 
contemporary social theory. Peter Jaszi, David Lange, and Martha Woodman-
see explored the modernist narrative’s implicit dependence upon a vision of the 
solitary, romantic author, while Margaret Chon interrogated the implicit pre-
sumption of singular, teleological progress. James Boyle illustrated the ways in 
which the construct of the romantic author is deployed to legitimate practices of 
economic domination, while Rosemary Coombe sought to rehabilitate those 
marginalized as passive consumers of the fruits of others’ romantic authorship. 
Niva Elkin-Koren extended the critiques of romantic authorship and teleologi-
cal progress into the realm of political theory, offering an account of progress 
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as inhering in widely distributed, participatory acts of social meaning making. 
In addition, work by a number of scholars has explored ways in which copy-
right’s facially neutral categories privilege some forms of artistic expression 
over others.16 

 Rather than treating these critiques of authorship, originality, and pro-
gress as an invitation to inquire more closely into the cultural production of 
knowledge, the mainstream of copyright scholarship has tended to marginalize 
them. The process sometimes begins with an act of misclassification, in which 
the emerging corpus of critical copyright theory is identified with “postmodern-
ist literary criticism.”17 That characterization vastly oversimplifies the range of 
literatures on which the critical copyright theorists rely. It also ignores the fact 
that scholarly criticism of the modernist model of cultural production includes 
other, less overtly theoretical strands within the copyright literature, including 
most notably the important work by David Lange and Jessica Litman on the 
relation of the public domain to cultural production and by Michael Madison on 
the ways in which patterns of social and cultural organization shape prevailing 
understandings of fair use.18 Misclassification is followed by misreading. Post-
modernist literary criticism (or more generally, postmodernism) is taken as 
holding that texts have no authors and no meaning whatsoever, and the critical 
theorists are read as adopting a similar stance.19 The allegation that doctrinal 
overbreadth stifles productive borrowing is taken as stating a claim about the 
requirements of “postmodern art” (or “appropriation art”), which is assumed to 
differ in fundamental ways from art more generally. 

 Thus characterized, the challenge from critical copyright theory is in-
terpreted as setting up an either/or choice between merit and a pernicious cul-
tural and intellectual relativism. To avoid relativism, one must choose merit. 
But that choice creates enormous methodological difficulties of its own. In par-
ticular, to avoid the tension that endorsement of a substantive vision of progress 
would create with principles of value neutrality and negative liberty, copyright 
scholars retreat to a process-based vision of merit. They presume that, under 
conditions of fair competition, personal decisions about information consump-
tion will produce results that make sense—that the truest and most beautiful 
works will be the ones that appeal most strongly to the citizen’s deliberative 
faculty or to the consumer’s enlightened self-interest. Since it is far from obvi-
ous that the real world actually works this way, the turn to process rapidly gen-
erates its own anxieties, which revolve around whether the communicative 
marketplace actually will work as the models predict and what exactly fair 
competition is. 

 The resulting disagreements over the optimal structure of copyright 
rules and markets conceal a broader agreement on first principles, which goes 
generally unremarked. The unspoken and increasingly frantic dialectic between 
fidelity to and distrust of the marketplace model of communication that ani-
mates so much of copyright scholarship is ideologically motivated at the most 
fundamental level: it reflects a shared adherence to a rationalist philosophy that 
conceives of knowledge as transcendent and absolute rather than contingent and 
evolving. Copyright scholars subscribe to the assumption that a neutral, pro-
gress-promoting structure for copyright is achievable because the first-order 
commitments of liberal theory require it. They disagree chiefly on compara-
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tively trifling questions about which market signals are accurate and which 
mere distortions. 

 Within the wider landscape of contemporary social theory, however, 
copyright’s internal narrative about the nature of progress and the possibility of 
value-neutral copyright markets is anachronistic. The understanding of knowl-
edge as transcendent and absolute and the accompanying vision of progress as 
linear forward motion toward enlightenment have been thoroughly discredited. 
Contemporary (or postmodernist) views of the evolution of knowledge, and of 
artistic and intellectual culture, draw attention to the ways in which beliefs 
about truth and beauty are socially and culturally situated, and shaped by his-
torical, geographic, and material contingencies. Scholars trace the ways that 
culture emerges from practice and discourse, and that practice and discourse are 
themselves shaped by cultural and institutional power. Studies of art and sci-
ence have explored the dialectic between settled truths and disruptive upheavals 
and have sought to illumine the ways that particular innovations become ac-
cepted as truth or enshrined as artistically valid. 

 Social and cultural theories that emphasize the contingent, iterative, 
socially situated development of knowledge are rooted in philosophical tradi-
tions that liberalism has resisted, and so copyright scholars’ reluctance to em-
brace those theories is unsurprising. But deeper engagement with postmodernist 
approaches need not lead to the debilitating relativism that copyright scholars 
fear. In particular, none of those literatures has as its stated purpose the trashing 
of cultural conventions. To the contrary, they recognize and acknowledge that 
shared premises generating predictable rhythms are essential to the operation of 
a functioning society. Bringing critical perspectives to bear on those premises 
and rhythms is also essential, however. What is most important is that settled 
modes of knowing not become entrenched and calcified. That concern resonates 
deeply with copyright law’s imperative to foster progress. For that reason, these 
scholarly approaches are better understood as opening the way for an account 
of the relationship between copyright and culture that is both far more robust 
and far more nuanced than anything that liberal political philosophy has to of-
fer. 

 So understood, the insights of contemporary social theory do not negate 
copyright’s progress imperative, but instead demand two important modifica-
tions to it. First, they require that progress be assigned a more open-ended in-
terpretation. Stripped of its association with modernist teleologies, progress 
consists, simply, in that which causes knowledge systems to come under chal-
lenge and sometimes to shift. Second, and precisely because this understanding 
of progress abandons the comforting fiction of modernist teleologies, a post-
modernist approach to knowledge demands careful attention to the ways that 
law and culture evaluate and reward (or penalize) artistic and intellectual pro-
duction. Recognizing that those processes cannot help but reflect normative 
judgments, it directs our attention to the value judgments that they enact. It the-
reby foregrounds the complex linkages between and among progress, power, 
and cultural participation. 

 Copyright’s system of incentives and rules is not, and could not be, 
neutral about the content of progress. A useful model of copyright would take 
that proposition as the starting point and interrogate culturally situated concep-
tions of merit more directly. Rather than indulging in elaborate fictions about 
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the value neutrality of well-functioning copyright institutions, copyright theory 
and policy should pay attention to the sorts of content that real copyright insti-
tutions work to privilege and to the kinds of challenges that they work to sup-
press. 

 

The Nature of Copyrightable Content 
 The structure of copyright law reflects not only assumptions about the 
nature of progress writ large, but also assumptions about the ways that artistic 
and intellectual culture develops on a case-by-case basis. Copyright scholars of 
all persuasions articulate a vision of the process of cultural transmission from 
author to author—of cultural progress writ small—within which abstraction is 
prized highly and the most valuable aspects of artistic and intellectual culture 
are those that are most amenable to abstraction. The foundational abstractions 
within copyright discourse concern the primacy of idea over expression, the 
primacy of the work over the copy, and the universal accessibility of the public 
domain. Each abstraction powerfully shapes the legal understanding of the 
ways that creative practitioners work and the resources that they require. 

 The commitment to abstraction in modeling cultural transmission is a 
direct outgrowth of the liberal rationalist tradition and its commitments to the 
autonomous, disembodied self and the possibility of transcendent knowledge. 
Within that vision, the concrete forms of cultural artifacts and practices do not 
matter very much, nor do the spaces within which cultural practices occur. 
What I want to describe in this section is a process analogous to what Katherine 
Hayles characterizes as the “platonic backhand,” which “constitute[s] the ab-
straction as the originary form from which the world’s multiplicity derives,” 
followed by the “platonic forehand,” which derives from the foundational ab-
straction “a multiplicity sufficiently complex that it can be seen as a world of its 
own.”20 Building from its own foundational abstractions, copyright theory de-
rived from within the liberal tradition constructs a model of creative practice 
that obviates any need to interrogate creative practice more directly. 

 As every student in the basic copyright course learns, copyright does 
not protect ideas, and that is because ideas are thought to be the shared raw ma-
terial of progress. Ideas are what enable subsequent authors to build on the 
works of past authors, even if the expression in those works is the subject of 
exclusive rights. The idea-expression distinction establishes the relative value 
of abstract and concrete components of artistic and intellectual culture and en-
shrines an assumption, implicit in that privileging, that the two can be neatly 
distinguished. 

 When ideas are assumed to be the basic units of cultural transmission, 
disputes about copyright scope become disputes about identifying those expres-
sions that should be treated like ideas. The “substantial similarity” test for in-
fringement adopts precisely this approach, separating protected from unpro-
tected attributes based on their place within a “series of abstractions.”21 The 
doctrines of merger and scenes a faire, which explicitly permit copying of some 
expression, are justified in the same terms: they identify situations in which 
copying must be permitted to the extent “necessary” to enable the exchange of 
ideas.22 Not coincidentally, the necessity formulation shifts the focus away 
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from both authors and users—from both the particulars of creative practice and 
the patterns of ordinary use. 

 In cases involving musical compositions and visual works, the abstrac-
tions-based approach creates special difficulties for judges and juries unaccus-
tomed to parsing nonverbal expression in these terms. Judges sometimes re-
solve these difficulties by decreeing either infringement or noninfringement on 
an “I know it when I see it” basis.23 What juries do is anyone’s guess. In other 
cases, most notably those involving computer software and databases, the term 
“idea” also encodes a second process of abstraction. As used in copyright case 
law and within copyright theory, that term denotes not only ideas per se, but 
also facts, processes, procedures, and methods of operation. Many of these enti-
ties are substantially less amenable to abstraction; in particular, procedures and 
methods of operation expressed in computer microcode and judgments about 
utility expressed in databases are very difficult to separate from their concrete 
instantiations. Calling these things ideas makes their concreteness easier to 
overlook; conversely, emphasizing their concreteness makes it easier to claim 
that they are not ideas.24 

 One might think that the cumulative weight of these difficulties would 
cause copyright scholars to question the value of the abstractions heuristic. In 
fact, broad agreement as to the separability of idea and expression extends 
across copyright’s internal methodological divide. To the extent that both rights 
theorists and economic theorists advocate expanded privileges to copy, they do 
so by reference to the importance of the free circulation of ideas. Lockean theo-
rists argue that copying is justified to the extent required by the proviso that 
“enough, and as good” remain for others to use; the idea-expression distinction 
accomplishes this goal in most (though not all) cases. Free speech theorists link 
copyright’s goals directly to participation in the exchange of and deliberation 
about ideas. Economic theorists assume that the freedom to copy ideas mini-
mizes the “deadweight loss” that results from recognizing exclusive rights in 
expressive works. In particular, economic theorists can reconcile price dis-
crimination with expressive competition only by relying on the free circulation 
of ideas as the principal vehicle for cultural transmission.25 

 The problem with all these stories about the primacy of ideas is that 
they conflict with everything else we know about the processes of cultural 
transmission. Like copyright scholars, other scholars who study cultural texts 
(including both conventional literary texts and all other forms of artistic expres-
sion) understand those texts as performing a cultural-transmission function. 
That function, however, resides in the text itself, including idea and expression 
together. Texts reflect context-dependent meanings rather than invariant ideas, 
and this means that text and meaning are both inseparably intertwined and con-
tinually evolving.26 Secure in their knowledge that the cultural-transmission 
function performed by artistic and intellectual works resides principally in the 
ideas conveyed by such works rather than in the particular form of their expres-
sion, many copyright scholars scoff at the seeming mushiness of literary theory, 
art criticism, and the like. But copyright’s model of cultural transmission is cre-
ated out of whole cloth, based on nothing more than assumptions about the rela-
tionship between culture and true knowledge. 

 Identification of expression divorced from animating ideas as the ap-
propriate subject of ownership reinforces a second process of abstraction, 
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which identifies the work as the locus in which rights reside. This process of 
abstraction generates broad rights that negate defenses based on the transposi-
tion of expression into different forms. Thus it makes sense to conclude, for 
example, that the copyrightable expression in a film inheres in its characters in 
a way that transcends the particular actions scripted for them, or that the copy-
rightable expression in a novel or television series encompasses the incontro-
vertible fact that particular lines of dialogue were uttered by particular charac-
ters.27 The initial form of creative expression becomes merely an exemplar; 
even expression is abstracted from itself. 

 Concrete instantiations of works figure in this analysis primarily as 
sites of control; the law can focus on regulating the preparation and distribution 
of copies or the physical rendering of works as performances without worrying 
much about the form of the copying or the circumstances of the performance. 
Abstraction from the particularities of format thus leads, paradoxically, toward 
ever more complete control of things embodying works. At the same time, the 
concept of the work systematically excludes forms of expression that do not fit 
the definition. For example, the contributions supplied by an editor or a drama-
turge, which may mean the difference between success and failure in the mar-
ketplace, typically do not count as manifestations of authorship.28 In other cas-
es, emphasis on the work causes courts to overlook particularities of form that 
the author claims as expressive, as when a musical composition is deemed to 
consist solely of its notes divorced from scripted performance elements.29 

 The third foundational abstraction in copyright doctrine concerns the 
availability of common cultural resources. The standard account of resource 
availability within copyright doctrine and theory holds that creators may draw 
freely from a public domain of old and otherwise uncopyrightable material. In 
recent years, the public domain has become the object of considerable scholarly 
attention. Even so, relatively little attention has been devoted to the way that 
the term “public domain” functions metaphorically to describe the geographic 
and practical accessibility of the cultural commons. 

 There are two competing models of the public domain in contemporary 
copyright law. Both models are dynamic; that is, they attempt to describe 
changes in the universe of publicly available content over time and to evaluate 
the effects of these changes for cultural progress and for society more gener-
ally. They differ in their normative assessment of the public domain and its role 
within the overall copyright system. The first, which I will call the conservancy 
model, holds that expansion of copyright threatens the continued viability of a 
robust public domain, with adverse consequences for cultural progress. Conser-
vancy theorists view recent expansions of copyright as damaging to patterns of 
information flow within the copyright system generally. According to these 
scholars, recent legislative expansions of copyright are best described as series 
of unprincipled enclosures, or land grabs, by powerful domestic industries.30 
The second model, which I will call the cultural stewardship model, paints 
these changes in quite a different light. According to this model, continued 
ownership of copyright enables the productive management of artistic and cul-
tural subject matter. Passage into the public domain should occur only after the 
productive life of a cultural good has ended. Adherents of the cultural steward-
ship model acknowledge the important role that public-domain building blocks 
play in the ongoing development of artistic culture. They argue, however, that 
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the idea-expression distinction adequately performs that function and will con-
tinue to perform it even if copyright is lengthened and expanded to cover new 
forms of creative expression.31 

 In the heated back-and-forth over what the public domain does or 
should contain, both groups of scholars have paid surprisingly little attention to 
the way that the public domain functions metaphorically to position common 
cultural resources within a wholly imaginary geography. The space that is the 
public domain has the Heisenbergian property of being both discretely consti-
tuted and instantly accessible to all users everywhere. The metaphoric construc-
tion of the public domain as a universally accessible space in turn tends to ob-
scure questions about the practical availability of common cultural resources; it 
is easy to assume that metaphoric availability and practical availability are one 
and the same. This enables copyright jurisprudence to avoid coming to grips 
with the need for affirmative rights of access to expressive resources within the 
spaces where people actually live. If everyone always has access to the public 
domain, then broad exclusive rights for copyright owners threaten neither ac-
cess to the common elements of culture nor use of those elements as the sub-
strate for future creation. 

 At the same time, scholarly and judicial discussions of the public do-
main have largely overlooked another spatial metaphor—that of “breathing 
room” or “breathing space”—that recurs increasingly often in debates about 
copyright policy, on topics ranging from the nature of authorship to the scope 
of fair use. In a variety of contexts, both judges and scholars invoke breathing 
room to refer to the leeway that follow-on creators require to access and reuse 
creative materials, whether or not those materials enjoy public-domain status. 
The idea of breathing room for follow-on creativity suggests a very different 
conceptualization of the relationship between the proprietary and the publicly 
available, one that is not tied to a particular domain, but rather is defined by the 
needs of creative practice more generally. For the most part, however, courts 
and scholars invoke breathing space without interrogating its spatial connota-
tions and without considering what it suggests about the needs of authors and 
users alike.32 

 And so the problem of the public domain links back to the other defects 
in copyright theory, which relate to the particulars of the creative process. Be-
cause the public domain is a construct intended to foster the ongoing develop-
ment of artistic and intellectual culture, a theory of the public domain should 
make sense when measured against the ways that creative practice works. As 
used in copyright cases, the metaphoric model of the public domain both relies 
on and encourages a sort of magical thinking in which neither the particulars of 
creative practice nor the needs of users matter much. Like the idea-expression 
distinction and the work-copy distinction, copyright’s model of the public do-
main privileges abstraction over concrete, materially embedded reality. 

 Each component of copyright’s abstraction-based model of cultural 
production tends to marginalize more concrete questions about how people use 
culture and produce knowledge and about the conditions that lead to and nur-
ture creative experimentation. The result is a doctrinal framework that obstructs 
careful examination of creative processes and makes grappling with difficult 
policy choices in copyright even more difficult than it ought to be. If we are to 
change direction, exploring the ways that real people located in real spaces ex-
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perience and use copyrighted works is essential. Understanding the processes 
that generate artistic and intellectual change requires careful attention to the 
ways in which processes of cultural production and transmission are mediated 
by and through texts, artifacts, bodies, and spaces. 

 

The Challenge for Copyright Theory 
 If copyright scholars want to know whether copyright doctrines in-
tended to guarantee the continued creation of cultural resources actually do 
their job—and we should—we should begin by exploring the ways in which 
copyright’s internal model of creativity, its modernist understanding of pro-
gress, and its abstractions-based model of cultural transmission have created 
blind spots in legal thinking about copyright and culture. It is important to rec-
ognize, moreover, that this is not simply a tempest in an academic teapot. Cop-
yright’s theoretical deficit has concrete political and practical implications. 
Commitments to internalized, unknowable authorship, teleological progress, 
and abstract, modular culture shape copyright’s rules about scope and in-
fringement and invest those rules with an air of inevitability. Interrogating crea-
tive processes and practices more directly would produce a more robust and 
believable account of creativity and of the pathways of artistic and cultural pro-
gress. Chapter 4 takes up that project. 
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4 
Decentering Creativity 

 

 

 

 Conceptualizing copyright’s role in processes of cultural development 
requires a model of creativity that faces outward: that recognizes the insepara-
ble relationship between authorship and use of cultural works. Such a model 
must acknowledge the multiple ways in which users and user-authors interact 
with cultural works, and must recognize that those interactions cannot be ex-
plained by telling a story about value-neutral progress, the separability of idea 
and expression, and the continuous availability of the public domain. 

 This chapter develops an account of creativity and cultural progress as 
emergent properties of social and cultural systems. Within preexisting cultural 
networks, individuals and communities appropriate cultural goods for interre-
lated purposes of consumption, communication, self-development, and creative 
play. From each user’s situated perspective, the experienced cultural landscape 
determines the resources that are available to that user. The cultural landscape 
includes both public and proprietary content, and is shaped both by established 
conventions of artistic and intellectual production and by the spatial distribution 
of cultural resources. Both creativity and cultural progress emerge contingently 
out of interactions between situated users and cultural landscapes. A critical 
ingredient in this process is the play that cultural landscapes afford, including 
the extent to which they not only permit purposive creative experimentation but 
also facilitate serendipitous access and unexpected juxtapositions. 

 The emergence of networked space alters the cultural landscapes of 
situated users in important ways, but it does not change the fundamental pat-
terns that this chapter describes. Networked information technologies make 
available new resources and create new patterns of information flow, but cul-
tural path-dependencies remain important in structuring creative practice. The 
emergence of networked space also does not diminish the central importance of 
mass culture within cultural landscapes. Networked information technologies 
reconfigure patterns of interaction with mass culture, simultaneously empower-
ing users and extending the culture industries’ reach. 

 Understanding cultural progress as decentered, always emergent, and 
shaped by the contingent particularities of cultural landscapes suggests both a 
more modest conception of the role that copyright plays in stimulating progress 
and a more rigorous explanation of the systemic harms that too-expansive cop-
yright can produce. Copyright’s role in the contemporary creative ecology is 
essential but limited: it provides an economic foundation for the organization of 
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of cultural production. It must perform that role with self-restraint, lest it impair 
the mobility that is the indispensable ingredient in creative practice. 

 

A Decentered Model of Creativity 
 In accounting for creative practice by individual authors, it is instruc-
tive to recall where Chapter 3 began: with commonly held assumptions about 
the essentially internal, unknowable nature of creativity. There is broad agree-
ment among creative individuals of all types that creativity is characterized per-
vasively by an unpredictability that encompasses both inspiration and produc-
tion. Neither creative inputs nor creative outputs are known in advance, and 
copyright scholars have taken that fact as evidence of creativity’s internal, indi-
vidual nature. Yet it is possible to be far more precise about both what is not 
known and what is. Researchers in psychology and education have produced a 
vibrant literature on the social, cultural, and psychological factors that shape 
creativity. In addition, social theory tells us a great deal about the processes and 
practices of cultural production: about how cultural resources are encountered 
and used and how systems of cultural knowledge evolve. 

 Together, the evidence from creativity studies and the insights and re-
sources of social theory argue for an account of artistic and intellectual creativ-
ity that is decentered: that incorporates multiple contributing factors and makes 
none primary, and that situates creative practice within the social, cultural, ma-
terial, and spatial realities that shape and constrain it. Here I will attempt to de-
velop a preliminary description of creativity that satisfies these criteria. I will 
proceed by developing three interlinked accounts. The first begins with the self 
and builds outward; it explores “where creativity comes from” at the individual 
level. The second begins with context and builds in; it inquires how the conven-
tions and forms of artistic and intellectual culture shape the creative practice of 
individuals and groups. The third interrogates the boundary conditions between 
the individual and the social, with particular regard to the essential and desir-
able unpredictability of creative practice. 

Situated Users 
 Because everyone is a user of artistic and cultural goods first and a 
creator second (if at all), an account of creative practice must begin with users. 
As we saw in Chapter 3, copyright law and theory rely on highly artificial mod-
els of users and user behavior: the economic user, who is interested only in 
consumption, and the romantic user, who is interested only in expressing an 
already-formed critical perspective. A model of creativity must replace these 
one-dimensional figures with a more believable construct that offers a basis for 
understanding how creative practice emerges and develops. That construct must 
be capable of explaining why users copy and how access and use become trans-
formation and authorship. In particular, it must shed light on the process by 
which individual user-authors arrive at unanticipated inspiration and generate 
unpredicted and unpredictable outputs. 

 Let us begin by focusing on something that may seem, at first, to be a 
contradiction in terms: the ubiquity of constraint in the creative process. I do 
not mean constraint in the sense of coercion or limitation, but rather in the 
sense of situatedness within one’s own culture. Situatedness, in turn, does not 
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refer to a “situation” in the prescriptive sense (that is, one that might give rise to 
a legal defense or to an ethical obligation), but more minimally and descrip-
tively to the fact that individuals and groups are located within particular cul-
tural contexts. Each situated self encounters path-dependencies that shape both 
the content and the material forms of cultural knowledge, and thus shape crea-
tive opportunity. Recognizing situatedness does not require submerging the 
individual irretrievably within the social; creativity has idiosyncratic, internal 
dimensions as well as external ones. But what is distinct about each individual 
in relation to the surrounding culture will include differences in situation and 
the different path-dependencies that result. 

 Cultural situatedness supplies the framework for a more believable 
model of the user, one that foregrounds the path-dependencies that all users and 
user-authors experience. I will call this user the “situated user.” Sources rang-
ing from biographies of creators to studies of mass-culture fans reveal that situ-
ated users of copyrighted works appropriate preexisting cultural goods for a 
variety of interrelated purposes: They consume cultural products, including 
both those that they deliberately seek out and those that they serendipitously 
encounter or are motivated to try for some other reason. They appropriate cul-
tural goods in order to communicate with one another in a common vernacular. 
They appropriate cultural goods for purposes of self-development, shaping and 
reshaping their own intellectual, aesthetic, and hedonic tastes. Finally, situated 
users appropriate cultural goods for purposes of creative play. Through these 
processes, some situated users become authors: they create works that are in-
tended to be shared with others, and some of those works attain wider fame and 
influence. 

 There are four important points to appreciate about these activities by 
situated users, which together frame a model of cultural participation that is 
very different from the one framed by the conventional dichotomies between 
author and consumer, author and imitator, author and improver, and author and 
critic that pervade the copyright literature. The first point is that although the 
activities of situated users can be listed separately for analytical purposes, in 
practice they often cannot be disentangled. Each feeds into the others in ways 
that are difficult to identify and impossible to predict. A teenager who enjoys 
listening to music does so in a way that is never purely consumptive; music 
becomes both a focal point for interactions with her peers and a source of 
knowledge about the content of her culture and her relation to it. Acting on 
suggestions from peers, family members, and teachers and on other environ-
mental clues, she will seek out music that accords with her developing self-
image. Eventually, some teenagers will experiment by creating music of their 
own, and that music will be influenced by the tastes and affinities that they 
have developed as consumers and fans. 

 The second point, which follows from the fact of situatedness, is that 
the cultural activities of situated users take place within a web of semantic en-
tailments. One cannot simply step out of or around the resources, values, and 
absences within one’s own culture, but must negotiate one’s way through them, 
following the pathways or links that connect one resource to the next. Music 
lovers begin with the tastes cultivated by their immediate surroundings and then 
sample the offerings recommended by peers, schools, and purveyors of mass 
culture en route to developing and pursuing their own particular inclinations. A 
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host of cultural and personal factors explains why Alison Krauss became a 
bluegrass musician but Sarah Chang became a classical violinist and Stefani 
Germanotta became Lady Gaga, why Joshua Redman became a jazz bandleader 
rather than a symphony oboist, why Edward Burtynski photographs epic indus-
trial landscapes but Cindy Sherman stages pulp fiction tableaux, and why Bar-
bara Kingsolver’s fiction draws on Native American culture but that of Ian 
McEwan mines the disaffections of the British upper-middle class. 

 The process of negotiating cultural pathways, which I will call “work-
ing through culture,” bears little resemblance to models of progress flowing in 
value-neutral fashion from continual improvement upon the corpus of estab-
lished knowledge. Instead, it moves in patterns that are both (and sometimes 
simultaneously) recursive and opportunistic. Creative practice and cultural pro-
gress emerge gradually out of complex patterns of imitation and appropriation. 
A young boy inspired by the fictional universe of Star Wars may be moved to 
try his hand at drawing robots, starships, and alien worlds. As he shares his in-
terest with others, or browses other science fiction and fantasy video-rental of-
ferings, he may discover other stories with similar characteristics, and imitate 
and experiment with other styles of artistic illustration. Upon enrolling in art 
classes, he will encounter other artists and illustrators and experiment by imitat-
ing their styles en route to developing a style that is recognizably and consis-
tently his own. Even as his technique matures, imitation and reworking will 
remain central in his day-to-day creative practice. 

 On this understanding, creative practice is relational at its core. Carys 
Craig argues that authorship should be reconceptualized as a dialogic process 
consisting of “an intrapersonal dialogue (developing a form of personal narra-
tive by drawing upon experience, situation, and critical reflection) and an inter-
personal dialogue (drawing upon the texts and discourses around her to com-
municate meaning to an anticipated audience).”1 As Craig recognizes, this is an 
argument not only about the nature of authorship but also and more fundamen-
tally about the nature of the interaction between emergent self and evolving 
culture; it is an account of where creativity comes from that locates creativity in 
the process of working through culture alongside others who are always already 
similarly engaged. 

 The third important point about the activities of situated users, which 
follows from creativity’s relational nature, is that the process of working 
through culture is closely tied not only to semantic links between content but 
also to the spatial distribution of cultural resources. As Chapter 3 discussed, 
copyright theorists have tended to offer accounts of creative processes that are 
highly abstract and seem to presume access to extant cultural resources regard-
less of their location in space and time. For individuals situated in the real 
world, questions of access are inextricably bound up with the real-world distri-
bution of artistic and intellectual culture and cultural artifacts. Those resources 
are distributed spatially in ways that make any particular resource more or less 
proximate, and therefore more or less relevant, to any given individual. 

 The set of cultural resources accessible within the cultural landscape 
that surrounds each situated user is neither geographically discrete nor com-
posed entirely of resources that are publicly owned; therefore, it does not map 
neatly to the legal category of public-domain expression. Many user-authors 
will develop their interests and talents primarily through interaction with pro-
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prietary, non-public-domain works—the fictional universe of Star Wars, for 
example, is under copyright and will remain that way for a very long time. The 
cultural landscape is what supplies the elements in culture that are experienced 
as common, regardless of their ownership status. It is defined by the ways in 
which artistic and intellectual goods are accessible to individuals in the spaces 
where they live, and by the forms of interaction with preexisting expression that 
are possible and permitted. 

 Fourth and finally, the process of working through culture involves 
physical interactions among embodied users and between embodied users and 
material artifacts. Scholars in STS and cultural studies have documented the 
ways that users employ their bodies to explore the powers and limits of new 
technologies, new media, and technological and cultural artifacts.2 Accounts of 
artistic creativity within copyright scholarship tend to ignore the ways in which 
culture is similarly apprehended, assimilated, and performed through the body. 
Copyright scholars may be uniquely predisposed to overlook the importance of 
embodiedness and materiality because for most of us, the preferred medium of 
expression is text and the coin of reputation is the idea. If we look beyond the 
limits of our own assumptions about creativity, however, the body is every-
where around us. 

 Bodies and embodied perception play central roles in interpretation of 
and communication about cultural resources. The role of embodied perception 
in mediating the experience of cultural goods is more readily evident in the per-
forming and visual arts, for which both academic and lay reviewers alike em-
phasize attributes such as rhythm and flow. But embodied perception informs 
the experience of literary works as well. Textual works were initially recited 
rather than read, and many byproducts of orality have persisted in the print era, 
including both enduring conventions such as poetic meter and avant-garde liter-
ary expressions that self-consciously disregard established narrative conven-
tions in favor of other, more discursive rhythms.3 In the domain of mass cul-
ture, singing and moving to music and repeating lines of dialogue or action se-
quences from favorite television shows and movies are all practices that employ 
the body as the mediator of cultural experience. Teenagers swap lip-synching 
videos with friends and acquaintances not only to share the music, but also and 
more importantly to share an experience that is fundamentally an embodied 
one. Francesca Coppa shows that textual reworkings by mass-media fans, 
which focus on plot and character, are forms of dramatic storytelling that reflect 
embodiedness, “relying on the audience’s shared extratextual knowledge of sets 
and wardrobes, of the actors’ bodies and their smiles and movements . . . to di-
rect a living theatre in the mind.”4 A young girl captivated by Star Wars may 
imagine and write her own stories about the characters; eventually, she may 
write “Mary Sue” stories that create leading female characters and place them 
in central roles.5 In either case, she will rely on her accumulated understanding 
of bodies and embodied behaviors to get the details right. 

 As might perhaps be expected given our occupational preoccupation 
with dissent, copyright scholars who have confronted the “remixing” of cultural 
artifacts have tended to emphasize the manipulation of texts and artifacts em-
bodying others’ expression in the service of what Sonia Katyal calls “semiotic 
disobedience.”6 Within the broader context of situated, embodied interaction, 
however, the framework of dissent seems incomplete and strained. It seems 
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both simpler and more accurate to recognize that situated users’ interactions 
with cultural resources are ubiquitous and protean. In particular, many proc-
esses of cultural participation occur not via consumption or communication in 
the abstract, but rather by literally inserting the self into the work, and those 
processes can be celebratory as well as critical. The writer of critical fan fiction 
was not born a critic; she was a fan first and still is. 

 Both physical engagement with artifacts and embodied interpretation of 
texts remain important as consumption and communication shade into creative 
play. In the visual and performing arts, the body is an indispensable tool for 
accessing and mastering prevailing creative conventions; imitation of the mas-
ters perfects technique and inscribes glossaries of form. Imitation is the way 
would-be artists discover and nurture their interest in visual expression, and the 
way would-be musicians discover and nurture their interest in composition and 
performance. In literature and film, it is conventional to say that intergenera-
tional dialogue manifests through the interpretation and reworking of texts. But 
texts are not abstractions; they are manifested through voices and rhythms, cha-
racters and settings. Regardless of artistic field or genre, creative outputs do not 
simply spring forth from the minds of their creators, but emerge through 
processes that are iterative and literally hands-on, rooted in embodied experi-
ence. 

 The situated user—who copies because copying is inextricably bound 
up with cultural participation, and for whom the copying of encountered arti-
facts and expressions is integral to creative play and creative practice—has im-
portant implications for copyright’s understanding of creativity. As we saw in 
Chapter 3, that model casts copying, reworking, and derivation as peripheral 
and inauthentic activities. In recent years, copyright scholarship has puzzled 
over contemporary cultural practices such as hip-hop sampling, appropriation 
art, and fan fiction, which more directly foreground their reliance on reworking. 
As Richard Schur describes, these are practices that invert the traditional ab-
straction-based hierarchy of copyright law entirely. Within these forms of cul-
tural expression, the relation between idea and expression is not “one idea, 
many expressions” but rather “one expression, many ideas.”7 The temptation, 
then, is to cast these works as new challenges for copyright. The key point to 
appreciate, however, and one that is often lost in discussions celebrating the 
novelty of “appropriation art,” is that appropriation itself is not new. In their 
reliance on copying, these new creative practices are not fundamentally differ-
ent from older ones. 

 To the contrary, the well-known history of both classical and contem-
porary art forms illustrates the centrality of copying within creative practice. In 
the visual arts, copying has been considered an essential part of artistic devel-
opment at least since the Renaissance.8 Identification and critical analysis of 
borrowing and reworking are standard fare in contemporary museum exhibits. 
Thus, for example, the 2003 Manet/Velasquez exhibition at New York’s Metro-
politan Museum of Art celebrated Velasquez as a source of inspiration for the 
impressionist movement, and featured several Velasquez works side by side 
with Manet’s reinterpretations of those works. The Met’s 2010 Picasso exhibi-
tion, on view at the time of this writing, identifies a number of instances in 
which Picasso copied images and techniques from others. In music, it is well 
understood that popular genres such as blues and jazz are created by a ceaseless 
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process of borrowing. But musicologists who study the classical form now en-
shrined as elite culture have documented the fact that classical composers were 
equally dependent on borrowing and reworking. They filled their symphonies 
and overtures with sound samples ranging from hunting horns to bird calls to 
carnival music, all sounds heard in the background of their own lives. Some-
times, the borrowings were far more central. The third movement of Mahler’s 
powerful first symphony is based on the French children’s song “Bruder Mar-
tin” (“Frere Jacques” in the French version); there are countless other exam-
ples.9 

 Shifting the focus to literature, drama, and film, the list of borrowings 
continues. In literature and drama, borrowing and reworking are both conven-
tional and critically prized. Consider some twentieth-century examples: George 
Bernard Shaw’s Pygmalion (followed by Lerner and Loewe’s My Fair Lady), 
Thornton Wilder’s The Skin of Our Teeth, James Joyce’s Ulysses (followed by 
Charles Frazier’s Cold Mountain), John Gardner’s Grendel, David Henry 
Hwang’s M. Butterfly, and Gregory Maguire’s Wicked. Last but hardly least, 
audiovisual works of mass culture routinely generate both box-office momen-
tum and critical acclaim by reworking existing materials. Star Wars, for exam-
ple, contains elements derived from Akira Kurosawa’s The Hidden Fortress 
and other elements derived from the pulp comic-book series Buck Rogers in the 
25th Century. Charlie Chaplin’s iconic Modern Times reworks themes and im-
agery from Fritz Lang’s dystopian Metropolis. And so on.  

All these examples would be beside the point if there were any plausi-
ble basis for thinking that when we as a society make claims about the intrinsic 
worth of art, these are not the sorts of art that we mean. But we do mean these 
examples, and thousands of others like them, and we routinely invoke them as 
justification both for having copyright laws and for deciding particular cases in 
particular ways. Creativity is remix, and always has been. 

 Returning to the question with which this section began—about the 
process by which creative practice emerges and develops—we see that creative 
practice emerges from interactions with cultural landscapes via processes of 
juxtaposition, iteration, dialogue, and experimentation that are both conceptual 
and physical. Situated users begin with situatedness and work through culture 
to arrive at the unexpected. They derive inspiration from the culture within 
which they are situated, and develop their interests and skills through a contin-
ual process of dialogue with peers, with preexisting cultural artifacts, and with 
one another. 

Networks of Culture, Networks of Practice 
 Emphasizing the path-dependence of cultural participation and creative 
practice reminds us that creativity has a significant external dimension that is 
worth examining more systematically. From an outside-in perspective, artistic 
and intellectual culture is most usefully understood not as a set of end products, 
such as movies, songs, drawings, and novels, but rather as a set of intercon-
nected, relational networks of actors, resources, and emergent creative prac-
tices. Within those networks, creative practice is shaped by all that is culture, 
including the demands and established practices of knowledge communities 
and the conventions that crystallize around particular artifacts, techniques, and 
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materials. It is shaped, as well, by contests over prevailing conventions that 
arise both within and across cultural boundaries. 

 The points that I want to make here are informed substantially by me-
thodologies in critical theory and STS that are themselves contested. The strand 
of critical theory known as deconstructionism and the strand of STS scholarship 
known as social constructivist theory of technology (SCOT) hold that 
texts/technologies have no fixed meanings but rather take on meanings ascribed 
by their readers/users.10 These theories in turn have engendered two powerful 
critiques. First, both deconstructionism and SCOT have been criticized for as-
cribing a version of autonomy to human-generated artifacts. Second and more 
seriously, they have been criticized for rendering meaningful discussion about 
larger social and cultural processes impossible. The second critique in particular 
is compelling for its sheer entertainment value; at times the aversion to fixity 
within these scholarly literatures smacks of self-parody. It is tempting to con-
clude that the medium is the message. I think, though, that this is a mistake, and 
that legal scholars (or at least copyright scholars) have made the further mistake 
of being too inclined to assume that these substrands stand for their disciplines 
more generally. 

 The methodologies of critical theory and STS are most usefully under-
stood as offering points of entry from which to explore the creation of meaning 
within complex cultural systems. Here the autonomy critique is a red herring; a 
central tenet of both critical theory and STS is that texts and technologies, and 
the social practices that cohere around them, are sites of evolving and contested 
meaning. The STS literature in particular emphasizes that a technology is in 
fact a “heterogeneous assemblage” of elements that together shape the particu-
larities of its form and use.11 Over time, these assemblages can shift in response 
to changing practices, discourses, and institutional alignments. This approach 
has potentially fruitful applications to the arts and intellectual pursuits that are 
the traditional subject matter of copyright, which develop within networks of 
cultural production. In this section, I use the term “networks” not to suggest 
that the study of culture is reducible to the study of network science, but instead 
to denote sets of interactions that are simultaneously fluid and constrained and 
that lack fixed, distinct borders of their own. Networks of cultural production 
are, of course, both situated within and constitutive of culture more broadly, but 
these networks also can overlap other sorts of cultural boundaries, and indeed 
the opportunism that characterizes working through culture makes some such 
overlaps inevitable. Both boundaries and boundary crossings play important 
roles in catalyzing cultural progress. 

 If creative practice is a heterogeneous assemblage of knowledge, mate-
rials, and institutions, what are its constituent elements? With respect to the 
accumulated knowledge that animates creative practice, the approach to the 
development of scientific knowledge developed by Thomas Kuhn suggests an 
analogous, multipart model of creativity. Kuhn distinguished between “normal 
science” and “paradigm shifts” in generally accepted scientific understanding. 
During periods of normal science, there is general agreement on the fundamen-
tal principles that are thought to structure physical or biological systems; during 
paradigm shifts, that general understanding undergoes radical, discontinuous 
change. Studies of artistic culture suggest a process that loosely parallels the 
one Kuhn described: iteration within established conventions, punctuated by 
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larger “representational shifts.” In “normal science” mode, creative practice is 
more strongly constrained by existing institutions. At moments of representa-
tional shift, this is less true. Representational shifts in artistic practice do not 
inevitably disrupt artistic understanding the way that paradigm shifts in science 
do, because artistic practice does not require the same sort of grounding in fact 
that scientific practice does. In artistic and intellectual culture, different ways of 
seeing, hearing, and conceptualizing the world can more easily coexist. Occa-
sionally, however, representational shifts can inaugurate powerful social narra-
tives that are more closely equivalent to paradigm shifts. A good example of the 
latter is Adam Smith’s “invisible hand,” which fundamentally changed the way 
Western civilization understood economics by endowing the market with an 
independent, metaphorically embodied existence. 

 Processes of artistic and intellectual production are mediated by vali-
dating institutions, which propagate the established conventions of “normal 
science” and serve as the first line of reception for (or defense against) repre-
sentational shifts. Networks of cultural production create particular fields and 
domains of expertise—for example, twentieth-century poetry or documentary 
street photography.12 To an extent, the demarcation of fields and domains is 
created and maintained by the entities that traditionally have been the concerns 
of sociology: the communities and institutions that make up “art worlds.”13 Es-
tablished taste-making institutions within art worlds play important roles in de-
termining the fate of innovations, although new validating institutions will 
sometimes emerge. 

 The linked institutions of art worlds are not the sole custodians of 
“normal science,” however. The processes of demarcation and definition extend 
beyond particular institutions (museums, critics, academic disciplines, and so 
on) to encompass more deeply embedded conventions. For example, as Chapter 
3 discussed, scholars have explored the ways in which a particular understand-
ing of authorship structures copyright’s discourses about creativity, authentic-
ity, and meaning. Another example is the distinction, difficult to pinpoint but 
nonetheless widely agreed to exist, between pornography and art. These and 
other conventions about the nature of authorship and art are maintained and 
reproduced by a broad and heterogeneous array of social institutions. In addi-
tion, as the Frankfurt School of cultural theory argued and as contemporary 
media scholars have shown, capitalist models of cultural production and distri-
bution exert enormous influence on the form and content of creative expression. 
Corporate employers in the creative industries, corporate channels of media 
distribution, and providers of advertising all shape tastes and conventions in a 
variety of ways. 

 The simplistic, content-neutral “marketplace of ideas” model discussed 
in Chapter 3, in which innovations succeed or fail based on their merit, usefully 
draws our attention to audience response but does not consider or attempt to 
describe these overlapping fields of institutional, cultural, and material influ-
ence. It therefore cannot explain why some innovations capture the imagination 
of the relevant public and others fade away unnoticed, nor why the innovations 
that catch hold take the particular forms that they do. For example, the debate at 
the start of the twentieth century about whether photography was an art form or 
merely a technical endeavor required the generation and embrace of a new nar-
rative about art and authorship. That narrative, which emerged as practitioners 
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of photography built an art world of their own, privileged some aspects of pho-
tographic technique over others. A similar process of discursive construction 
has been underway as practitioners of hip-hop attempt to define both an aes-
thetic and an art world for themselves and struggle with some of the contradic-
tions that process has entailed.14 

 Social groups also mediate creative practice, functioning both as users 
and as immediate cultural environments for their members. Such groups can 
play important roles in determining both conceptions of artistic and intellectual 
merit and conceptions of the appropriate social domains of creative practice. 
Moreover, social groups and validating institutions may be interrelated in com-
plex ways. In the case of indigenous or so-called traditional cultures, validating 
institution and social group are closely linked, so that conceptions of merit are 
closely bound up with perceptions of cultural identity. As Madhavi Sunder has 
described, in these circumstances contests over cultural authority can become 
contests over the meaning of cultural membership. In other cases, as the exam-
ple of hip-hop illustrates, the relationship between social groups and (traditional 
or majority) validating institutions may be more nearly disjunctive, and contests 
over cultural authority can become a defining condition of subcultural iden-
tity.15 

 In addition, because creative practice involves physical action by em-
bodied human beings, it is shaped not only by the patterns of knowledge and 
discourse that crystallize around content in the abstract, but also by the patterns 
of behavior and discourse that crystallize around artifacts, materials, and social 
spaces. Representational shifts can result from the opportunities generated by 
new artifacts and materials and by new spatial configurations. For example, the 
chemical and physical requirements of traditional, film-based photography em-
phasize skill in “seeing,” “capturing,” and printmaking; in digital photography, 
the potential for manipulation of the initial image shifts the focus to reenvision-
ing and altering observed reality in an infinite number of ways. The built envi-
ronment of the concert hall, the home stereo system, the personal digital-music 
player, and the home digital-recording studio all encourage some forms of in-
teraction with music and some techniques of composition to a greater degree 
than others. Processes of artistic bricolage are similarly both conceptual and 
physical. The genre of world music does not simply combine abstract composi-
tional technique from different musical traditions, but also combines disparate 
rhythms, instruments, and performance configurations. Judges deciding copy-
right disputes over music sampling have wondered why defendants did not 
simply make their own recordings of the desired excerpts, but the practice of 
sampling derives its meaning as intracultural dialogue precisely from using the 
original recording. In these cases and in countless others, creative practice coa-
lesces around the material and artifactual resources available within cultural 
landscapes. 

 Critically, each of the dynamics described above infuses creative proc-
esses and practices with a species of path-dependence characterized not by a 
rigid determinism but by a more fruitful complexity. Creative practice sits at 
the intersection of struggles between and among elite, corporate, and popular 
tastemakers over the division of cultural authority, which in turn affect prevail-
ing interpretations of what counts as “normal science,” and for whom. To a sig-
nificant degree, especially in periods of “normal science,” creative practice is 
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constrained in matters of both form and substance. At the same time, creative 
practice is opportunistic, indiscriminate, and centrally dependent on the bor-
rowing, appropriation, and reworking of whatever it encounters. Situated users 
have multiple, overlapping affiliations with taste-making institutions and social 
groups, rendering patterns of cultural influence more complex. And to the ex-
tent that cultural artifacts and practices permit a variety of uses and interpreta-
tions, their developmental paths are never wholly within anyone’s control. Both 
their origins and their continuing relevance are determined by negotiation and 
renegotiation at the boundary crossings between overlapping cultural and social 
networks. 

The Play of Culture 
 The foregoing discussion suggests, as it is meant to, that creative prac-
tice is substantially determined by cultural context. At the same time, it is 
equally clear that creative practice is not fully determined by cultural context; if 
it were, creative outputs would be easy to predict and we could all move on to 
other problems. Culture does not function in the same way that chemistry or 
physics or electricity functions. If you mix gaseous hydrogen with gaseous 
oxygen, you will get an explosion and a few drops of water, in exactly predict-
able amounts, every time. If you mix Homeric epics with the history and folk 
traditions of the American South, you may get O Brother, Where Art Thou? or 
Cold Mountain or any number of other possible results. The question thus re-
mains: what, if anything, is it possible to say about all that is unpredictable in 
artistic and intellectual expression? What increases the likelihood that someone 
will see, hear, or conceptualize the world differently in the first place? A critical 
ingredient is the scope that networks of cultural production afford for the play 
of everyday practice, including not only the extent to which they permit pur-
posive creative experimentation but also the extent to which they enable seren-
dipitous access to cultural resources and facilitate unexpected juxtapositions of 
those resources. 

 Some copyright scholars have challenged the presumption of deliberate 
authorial purpose that undergirds both rights theories and economic theories of 
copyright, arguing that artistic and intellectual innovation flow in more open-
ended fashion from processes of creative play.16 Play theorists caution that art 
and play are not one and the same; art involves a type of symbolic mastery that 
play need not involve. At the same time, they underscore the recurring and in-
evitable linkages between play and playfulness in creative enterprise. Research 
in the psychology of creativity supports this position and suggests that a certain 
kind of unstructured freedom to “see what happens” is an important determi-
nant of creative success.17 

 Yet other social science research also suggests that new pathways of 
artistic and intellectual exploration are opened partly by types of serendipity 
that are even further removed from individual control. Just as fields of study 
and domains of expertise are important determinants of creative practice, so 
disruption and cross-fertilization between extant fields and domains are impor-
tant conditions of creative possibility. In science, important paradigm-shifting 
theories have been generated by scientists who migrated to one field after being 
trained in another. Others, such as Einstein’s theory of relativity, appear to have 
been stimulated by fortuitous encounters with concrete, practical problems that 
previous theoreticians had not considered. In art, representational shifts often 
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have emerged following serendipitous encounters with artifacts, techniques, 
and assumptions originating within different creative traditions.18 

 Scholars who point to the importance of the chance encounter that 
yields unexpected fruit are describing both creative play and a different sort of 
play that is most closely analogous to the play-of-circumstances described in 
Chapter 2. Like the play-of-circumstances more generally, this sort of play—
call it the “play of culture” —has a distinct phenomenology that revolves 
around the unexpected encounter. Logically and chronologically antecedent to 
the creative play performed by individuals and groups, the play of culture sup-
plies the unexpected inputs to creative processes. Creative practice appropriates 
the unexpected and puts it to use; the results of this process, iterated over and 
over, yield what we name, and prize, as progress. 

 Together, the play of culture and the processes of creative play that it 
sustains are what prevent established ways of seeing, hearing, and conceptualiz-
ing the world from becoming calcified. The play of culture also fuels serendipi-
tous consumption by situated users and inclines audiences toward the new. For 
both users and user-authors, the chance encounters it generates are sources of 
dissonance, provocation, meaning, and unexpected beauty. Sustaining the con-
ditions for those encounters should be a central goal of any system of copyright 
law. 

 

Mass Culture and Popular Culture in Networked 
Space 
 Some copyright scholars and cultural commentators argue that an un-
regulated global communications network spells doom for the entire enterprise 
of for-profit cultural production. Commentators who take this position disagree 
on whether that result should be mourned or celebrated. According to some, in 
an age of uncontrolled copying, no one will want to invest in the creation of 
new music, movies, television shows, or books, and we will return to a predigi-
tal dark age. Others rejoice at the prospect of mass culture’s imminent demise. 
Freed from the dominance of the culture industries, they claim, we will enter a 
golden age of amateurism and unfettered creative play in which every individ-
ual will have access to cultural resources and collaborators from around the 
globe. So far, at least, the reality is more complicated than either description 
suggests. Mass culture is not dead, nor is it likely to be—and that fact should be 
cause for celebration among advocates of mass culture and advocates of ama-
teur culture alike. 

 Let us begin by returning to Chapter 2’s characterization of networked 
space as offering a simultaneous opening out and closing in of communicative 
opportunity. We can trace this dynamic emerging in the realm of artistic and 
intellectual culture. The emergence of networked space expands the universe of 
cultural resources available to network users, both by making many existing 
resources more accessible and by introducing new ones. As existing networks 
of cultural and institutional influence extend more broadly, they encounter and 
overlap with a larger number of other networks, and their boundaries become 
more porous. This in turn increases the likelihood of the unplanned, fortuitous 
discovery and the unforeseen juxtaposition. Global communication networks 
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offer more effective access to a wider variety of cultural products, and create a 
correspondingly greater potential for fruitful cultural hybridization. 

 Global communications networks also enable new patterns of creative 
practice. The practices of distributed peer production and “produsage” de-
scribed in Chapter 2 rely on networked information and communication tech-
nologies for both the economies of scale they enable and the social and geo-
graphic fluidity that they create. As Yochai Benkler explains, abundant connec-
tivity and excess computing capacity create the conditions for new kinds of col-
laborative production, such as open-source software and Wikipedia, that other-
wise would not be feasible economically or socially. In the networked informa-
tion society as it has developed thus far, artistic and intellectual culture also is 
less dependent on established channels of production and distribution. For both 
these reasons, in networked space, artistic and intellectual culture is not only 
more accessible, but also more diverse, vibrant, and eclectic. 

 That, however, is only half of the story. Users are still situated within 
real communities, geographies, and cultures. Networked information technolo-
gies alter patterns of information access in important ways, but they do not 
eradicate the particularities of cultural landscapes or change the culturally con-
tingent nature of creative practice. The process of engaging with networked 
information resources is still a process of working through culture, node by 
node and link by link. 

 Networked information technologies also do not displace mass culture 
from its privileged position within the cultural landscapes of situated users. The 
same network effects that contribute to the success of distributed peer produc-
tion work to ensure the continuing relevance and even dominance of mass cul-
ture. Scholars allied with the “free culture” movement have argued that a wide 
variety of intermediaries will spring up to match the needs and desires of Inter-
net users, and they have been right. Within the “rich get richer” ecology of the 
network, however, the intermediaries that supply authorized access to works of 
mass culture continue to enjoy considerable power. As global information net-
works increase the penetration of mass culture through all major media and to 
all corners of the globe, alternative cultural resources require more effort to 
find. And to the extent that the profusion of intermediaries creates more poten-
tial for confusion, mainstream intermediaries that offer familiar interfaces and 
reliable quality likely will continue to enjoy reliable market share. 

 Yet the continuing dominance of mass culture should not be an occa-
sion for gloom. Disdain for mass culture is fashionable among copyright schol-
ars, but it is shortsighted. Mass culture is, for better or worse, a vital part of the 
cultural landscapes that situated users inhabit. Works of mass culture unite 
global networks of fans, creating communities organized around shared experi-
ence. Economically minded scholarship addressing the so-called solidarity 
goods phenomenon recognizes this, but then misses the point by complaining 
about the very attributes that make solidarity goods valuable: their standardiza-
tion and their unregenerately middlebrow appeal.19 

 Mass culture also forms the substrate for much that is proudly labeled 
alternative culture. Many of the new forms of expression that commentators 
cite as representatively amateur—musical and video mash-ups, fan fiction and 
fanvids, compilations of information about popular entertainment franchises, 
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blog commentary on articles culled from the mainstream media, and the like—
build from a foundation laid by mass commercial culture. All this adds up to 
the conclusion that some degree of shared orientation to mass commercial cul-
ture is both inevitable and good, for amateurs as well as information plutocrats, 
and should be distinguished from the relative lock-in produced by copyright 
rules that place large sectors of the cultural landscape off limits to would-be 
borrowers. 

 At the same time, much of what looks like change is really continuity; 
remix culture has always existed. Creative practitioners have always drawn in-
spiration from myth, legend, and celebrity. Shakespeare, for example, often 
used the device of a play-within-a-play to retell the stories of classical mythol-
ogy, as when the hapless tradesmen of A Midsummer Night’s Dream perform 
the tragedy of Pyramus and Thisbe for the royal court. That performance and 
others like it are the original fan fiction, a practice of participatory and critical 
engagement with cultural works that stretches back hundreds (even thousands) 
of years. Renaissance painters clothed their noble patrons in togas and placed 
them in biblical tableaux. Jumping forward to the twentieth century, one can 
think of no more omnipresent visual icons of the Pop art movement than Andy 
Warhol’s monumental Campbell’s soup cans or his silk-screened portraits of 
celebrities such as Jacqueline Kennedy Onassis and Marilyn Monroe. Among 
the works of the twentieth-century painter Larry Rivers is a series of portraits of 
great artists and performers in the settings that inspired them. In one, the im-
pressionist painter Henri Matisse stares out from within a papier-mâché repro-
duction of his celebrated Red Room; in another, Charlie Chaplin climbs the as-
sembly line in the film Modern Times. Only the Matisse work was then in the 
public domain, but it is hard to see why different conventions should govern the 
two works, each of which portrays an icon of cultural modernism. 

 In the space between the middlebrow and the avant-garde, mass culture 
catalyzes processes of cultural hybridization that arise as creative practice ex-
ploits what is ready to hand in the cultural landscape. Today, pop culture rather 
than Greek mythology or Catholic hagiography is the primary source of new 
material. That change was only to be expected and should be celebrated by the 
culture industries, since it underscores mass culture’s central importance in the 
cultural lives of situated subjects. What is most firmly rooted in the public con-
sciousness is not Shakespeare or Homer, but the products of culture industries 
ranging from Disney and Warner Bros. to Bollywood and Hong Kong. 

 The benefits of this cultural hybridization do not run only one way. As 
Naomi Mezey and Mark Niles explain, mass culture benefits from “an interde-
pendence, even a circulation, between mass and popular culture,” since 
“[p]opular culture makes use of the mass cultural resources that capitalism pro-
vides, and mass culture often co-opts and markets pop cultural practices.”20 The 
mass-culture industries borrow indiscriminately from popular, indigenous, and 
elite cultural forms. Big-budget films adapt fairy tales and traditional legends 
from around the globe; entrepreneurs bring traditional African music to West-
ern recording studios and the Broadway stage. And as films from Amadeus to 
Pollock to Basquiat to Shine to Shakespeare in Love demonstrate, Hollywood 
has found endless creative fodder in the lives of artists from all eras. 

 Networked information technologies do mediate processes of cultural 
hybridization in new and often unprecedented ways. Yet this too was only to be 
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expected; as we saw in Chapter 2, evolving artifacts and technologies mediate 
and re-mediate experienced reality, altering users’ capabilities and simultane-
ously reshaping users’ perceptions of the world around them. This is as true for 
the cultural world as it is for the natural, physical one. Consider, once again, the 
example of photography. As the historical record expanded to encompass pho-
tographic documentation, the scope of historically inspired borrowings ex-
panded correspondingly. The most-cited example of this point is probably the 
big-budget film Forrest Gump, which applied the techniques of collage to doc-
ument its eponymous hero’s involvement in various important twentieth-
century events, but the documentary form predates Forrest Gump by many dec-
ades. And once again, the point goes far beyond Hollywood and far beyond 
collage. I have a friend who paints stunning, fauvist portraits of great jazz mu-
sicians, most of whom are no longer living. Because she can no longer see her 
subjects in person, she works from old photographs. To call this infringement, 
or derivative in the pejorative sense, would be to misconstrue completely the 
deeply creative nature of her enterprise. Shepard Fairey created his iconic por-
trait of Democratic presidential candidate Barack Obama by working from pho-
tographs that were his only means of access to his subject. In each case, the 
photographic record has offered situated users a different way of perceiving 
history and celebrity, and a new entry point for the reworking of cultural narra-
tives. 

 Most significantly, networked information technologies heighten situ-
ated users’ perceptions of the malleability of culture. The boundaries of creative 
works seem less fixed and more readily amenable to revision, and this creates 
new fluidity in the cultural environment. As Yochai Benkler, Jack Balkin, Niva 
Elkin-Koren, and many others have argued, the enhanced malleability of texts, 
images, and sounds also has important democratic consequences. Widespread, 
relatively inexpensive access to technologies for manipulating and distributing 
creative content has democratized cultural production, providing tools for more 
people to participate in the processes of appropriation, reworking, and cultural 
dialogue in which creative people have always engaged. 

 Once again, however, the mass-culture industries also benefit from both 
the dissolution of boundaries and the adaptive flexibility that digital technolo-
gies enable. Successful cultural properties can be versioned in innumerable 
ways, sliding with ease from the big screen to the home theater to more immer-
sive and participatory gaming environments. Movies on DVD offer deleted 
scenes, alternate endings, “director’s cut” versions, and behind-the-scenes 
commentary on the production process. These offerings acknowledge that the 
boundaries of creative works are fluid and that reworking of sounds, images, 
and texts continues to lie at the heart of the creative process as it is understood 
by practitioners ranging from the iconoclastic to the mainstream. And the mal-
leability of mass-culture products in turn deepens their cultural power, creating 
the conditions for their pervasive embedding within the cultural landscapes of 
situated users around the globe. 

 In sum, reports of the death of mass culture in the era of global infor-
mation networks have been greatly exaggerated. There is every reason to expect 
that in the emerging networked information society, mass culture will continue 
to enjoy and even to increase its global dominance, and that its ubiquitous of-
ferings will continue to supply inspiration for remix culture, both high and low. 
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It will do so, however, in a cultural ecology that is more diverse, more democ-
ratic, and more volatile. Sustaining this cultural ecology is where the copyright 
system’s core mission lies. 

 

Copyright and Cultural Mobility 
 This approach to theorizing creative practice and to understanding the 
relationship between mass culture and popular culture has direct implications 
for copyright policy and doctrine. Decentering creativity disrupts the tight link-
age between copyright and individual, internal creativity that has come to do-
minate public debate about copyright issues, and that pervades legislative and 
policy processes. That disruption, in turn, enables an account of the oft-invoked 
“copyright balance” that emphasizes the process of working through culture 
and the importance of play within cultural landscapes, and that underscores the 
connections between cultural mobility and human flourishing. This twofold 
reframing dictates a very different approach to questions of optimal copyright 
scope. 

 Lobbyists for the copyright industries are in the habit of asserting that 
copyright is the single most critical prerequisite for a vibrant artistic and intel-
lectual culture. Some of this is theater driven by political expediency. No one 
wants to be against creativity, and if copyright equals creativity, then no one 
wants to be against copyright. Yet beneath the rhetoric, both copyright lawyers 
and copyright scholars tend to assume that copyright law is centrally important 
in stimulating a high level of creativity. Since copyright theory and jurispru-
dence persistently devalue the role of context in shaping culture, that assump-
tion is unsurprising. The tight linkage between copyright and creativity in turn 
fuels romantic author narratives and justifies drawing firm distinctions between 
authors, on the one hand, and consumers, imitators, and improvers on the other. 
Those distinctions dominate the current landscape of copyright law; they un-
dergird broad rights to control copies, public renderings, and derivations of 
copyrighted works, as well as expansive readings of the rules that create liabil-
ity for technology providers. 

 Decentering creativity challenges the widespread assumption about the 
nature and direction of copyright’s influence on creativity in two ways. First 
and most obviously, it tends to suggest a much more modest conception of the 
role that copyright plays in stimulating creative processes and practices. Copy-
right fulfills some important economic functions (of which more shortly), and 
therefore plays an important role in organizing cultural production, but it is 
hardly ever the direct cause of a representational shift in creative practice, nor 
does it appear to play a direct role in motivating much that is “normal science.” 
Scholars who ask how deploying copyright might stimulate creativity (as op-
posed to production) are asking the wrong question. Neither creative inspiration 
nor the creative outputs that follow from it are so easily engineered. 

 Questions remain, however, about the extent to which the contextual 
factors that are more important in stimulating creativity are amenable to social 
engineering. Arguably, the dynamic that I have described would exist in any 
social and economic system that is sufficiently complex. And if creativity is not 
especially amenable to social engineering, perhaps both those whose primary 
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concern is social engineering and those whose primary concern is strong copy-
right can simply take it as a given. At the very least, then, one might posit that 
strong copyright does no harm. Put differently, if copyright is not the most im-
portant factor in stimulating creativity, it still may be the most important factor 
within our control. If copyright serves other important functions, such as the 
organization of cultural production and the distribution of artistic and intellec-
tual goods, perhaps strong copyright is good policy. 

 Here the decentered model of creativity makes its second contribution: 
it provides a firmer foundation for arguments about the systemic harms that a 
regime of copyright can produce. Critics of copyright maximalism have long 
argued that overly rigid control of access to and manipulation of cultural goods 
stifles artistic and cultural innovation, and a growing body of anecdotal evi-
dence suggests that copyright’s “permission culture” does exert a substantial 
constraining influence on creative practice.21 Similarly, research in the psychol-
ogy of creativity suggests that attempts to impose a rigid structure on the crea-
tive process quickly become counterproductive and that the success of the crea-
tive process hinges in part on the ability to avoid externally imposed distrac-
tions.22 A model of creativity grounded in the methods of contemporary social 
theory supplies both a rigorous analytical underpinning for those arguments and 
observations and a discourse in which to frame them. Within this framework, a 
regime of copyright that aims to promote cultural progress must be assessed on 
its effects on creative practice by situated users, and on the extent to which it 
renders elements of the cultural landscape more or less accessible. And within 
this framework, those who advocate more limited copyright can be “for” rather 
than “against” creativity. 

 What legal regime, though, does the decentered model of copyright 
recommend? It might be argued that copyright and play are definitionally in-
compatible. There is an inevitable tension between social theorists’ emphasis 
on mobility, emergence, and decentering and the legal system’s need for fixity, 
clarity, and predictability. Some theorists from both sides of the law/social sci-
ence divide argue that legal recognition of particular kinds of claims—to spe-
cific forms of cultural property or to particular formulations of human rights—
itself works a form of imperialism in which the law’s need for doctrinal and 
definitional certainty is inimical to the demands of emergent social processes.23 
To an important extent, though, this social science critique of law’s possibility 
ignores its own most powerful disciplinary insight: law is not separate from 
social systems. As Naomi Mezey explains, the relationship between law and 
culture is an interdependent one characterized by cycles of definition, slippage, 
and redefinition.24 Within this general pattern, law and culture evolve together; 
the fixity that law imposes on culture is a matter of degree and may be a defen-
sible means of pursuing other social goals that are themselves evolving. 

 In designing a good system of copyright, then, we also must consider 
the other social goals that a system of copyright serves. Here economic theo-
rists’ emphasis on the production and distribution of cultural goods becomes 
important and can be restated more accurately: copyright is a means of creating 
economic fixity, and thus predictability, in the organization of cultural produc-
tion. Control of copying, manipulation, and derivation enables the organization 
of entire sectors of economic activity in ways that produce a variety of concrete 
benefits, ranging from jobs and exports to independence from patronage to cul-
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tural solidarity goods. Those are desirable goods: a society characterized by 
complete lack of economic certainty would be unstable; state control of cultural 
production would be undesirable; and a culture without shared expressive refer-
ents would be far less enjoyable. But these arguments too have been pushed to 
extremes in the copyright wars. Lobbyists for the copyright industries argue 
that because copyright enables economic and cultural productivity, truncating 
copyright entitlements would be disastrous not only for their employers but also 
for the country more generally. Neither conclusion follows. In the real world, 
which is the world that creative communities have always inhabited, play and 
economic stability are not mutually exclusive. And it is well recognized that 
economic fixity is not an unmitigated good. 

 It is therefore correct to say that copyright requires a balancing act, but 
the decentered model of creativity prompts us to redescribe what copyright bal-
ances. What is required is not a balance between present authors and the ab-
stract “public,” nor between valuable entitlement and ephemeral “deadweight 
loss,” both formulations that encourage would-be balancers to equate relative 
concreteness with relative importance. Balance also does not refer merely to a 
process by which the claims of competing interest groups are aired en route to 
striking a deal. As Robert Burrell and Allison Coleman have trenchantly ob-
served, references to balancing in copyright rhetoric contain a “semantic ambi-
guity” that results in a slippage between notions of balance as process and no-
tions of balance as correct result.25 The notion of balance that I mean to invoke 
is substantive and concerns the ways in which copyright’s goal of creating eco-
nomic fixity must accommodate its mission to foster cultural play. 

 Economic analysis can help us understand some of the considerations 
relevant to the balance between economic fixity and cultural mobility, but both 
valuation and incommensurability problems prevent a comprehensive summing 
of the relevant costs and benefits. Modeling the benefits of artistic and intellec-
tual flux is hard to do, and comparing those benefits with the more tangible, 
predictable gains from existing models of creative production is even harder. 
The emphasis on “creative destruction” now popular among copyright scholars 
invokes a historical theory, not an economic theorem.26 Moreover, creative de-
struction is nicest for those who do not have to undergo it. It is hardly surpris-
ing, then, that economic theorists can’t agree on how to model the optimal re-
gime for promoting improvements. No one is against creativity, but that appar-
ent unanimity conceals rather large disagreements about how wholeheartedly 
and unreservedly we are for it. Modeling the opportunity costs of cultural fixity 
is equally difficult. Although we can say with some confidence that cultural 
fixity affects individual behavior, it is hard to assess its cumulative effect on 
unknown future behavior. To the extent that economic modeling focuses on 
what is known (or assumed) about benefits and costs, moreover, it tends to 
crowd out the unknown and unpredictable, with the result that play remains a 
peripheral consideration, when it should be central. 

 To grapple with these problems, a larger tool kit and a different attitude 
toward social engineering are required. Methodologically, the distinction is one 
between a social theory of creativity that embraces an eclectic range of meth-
ods, including economic methods, and an economic model of creativity that has 
room only for its own methods and that consequently distorts in predictable and 
predictably damaging ways. Substantively, the distinction is one between de-
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ploying known cost-benefit calculations in an attempt to generate predictable 
results and deliberately leaving room for unpredictable results to emerge. Crea-
tivity requires breathing room and thrives on play in the system of culture. 
Copyright law should be judged based on how well it advances those goals. 

 Rights theories, meanwhile, can help us articulate some of the aspira-
tions that a good regime of copyright should promote, but furthering those aspi-
rations requires moving beyond abstract ideals to concrete guarantees. Yochai 
Benkler powerfully advances the cause of a robust vision of liberal humanism 
that “is concerned first and foremost with the claims of human beings as human 
beings.”27 Within that vision, it makes sense to talk about liberal ideals of au-
tonomy and self-determination and to understand those ideals as bound up with 
a larger commitment to human flourishing. But a commitment to human 
flourishing also requires more direct engagement with patterns of cultural pro-
gress and with the material and spatial realities of cultural processes. Autonomy 
is exercised, and self-determination pursued, by working through culture. Laws 
granting rights in artistic and intellectual expression should be designed with 
that process in mind. 

 

Notes 
 

1 Craig, “Reconstructing the Author-Self,” 265. 
2 See, for example, de la Pena, The Body Electric; Marvin, When Old Technologies 
Were New, 109-51; Hayles, How We Became Posthuman, 25-49, 192-221; Coppa, 
“Writing Bodies in Space.” 
3 For an exploration of textuality’s roots in oral tradition, see Clanchy, From Memory to 
Written Record, 266-93. 
4 Coppa, “Writing Bodies in Space,” 243. 
5 For an introduction to the “Mary Sue” genre, see Chander & Sunder, “Everyone’s a 
Superhero.” 
6 See Katyal, “Semiotic Disobedience”; see also Penalver & Katyal, Property Outlaws, 
169-82. 
7 Schur, Parodies of Ownership, 65-66. 
8 For discussion of the role of the copy over time, see Homburg, The Copy Turns Origi-
nal. 
9 See J. Peter Burkholder, ed., “Musical Borrowing: An Annotated Bibliography,” 
http://www.music.indiana.edu/borrowing/. 
10 A useful introduction to SCOT is Brey, “Social Constructivism for Philosophers of 
Technology.” On deconstruction, see Derrida, Of Grammatology; Balkin, “Deconstruc-
tion’s Legal Career.” 
11 For examples of this approach, see Bijker, Of Bicycles, Bakelites, and Bulbs; Latour, 
The Pasteurization of France; Law, “Technology and Heterogeneous Engineering.” 
12 See Bourdieu, The Field of Cultural Production, 29-73; Csikszentmihalyi, Creativity, 
36-45; Gardner, Creating Minds, 34-40. 
13 See generally Becker, Art Worlds. 



Chapter 4, Configuring the Networked Self, © 2012, Julie E. Cohen 

20 

 

 
14 See Farley, “The Lingering Effects of Copyright’s Response to the Invention of Pho-
tography”; Schur, Parodies of Ownership, 166-87. 
15 See Sunder, “Intellectual Property and Identity Politics,” 71-73, 91-94; Arewa, 
“From J. C. Bach to Hip Hop,” 79-86; Schur, Parodies of Ownership, 24-41. 
16 See, for example, Lange, “Reimagining the Public Domain,” 482-83; Lange, “At 
Play in the Fields of the Word,” 148-51; Moglen, “Anarchism Triumphant,” 126-29. 
17 On the relationship between art and play, see Sutton-Smith, The Ambiguity of Play, 
133-50; see also Eisner, The Arts and the Creation of Mind. On the relationship bet-
ween creativity and open-endedness, see Amabile, Creativity in Context, 115-20, 231-
32: Csikszentmihalyi, Creativity, 120-21. 
18 Discussions of the origins of paradigm-shifting theories in science include Simonton, 
Origins of Genius, 123-25; Galison, Einstein’s Clocks, Poincare’s Maps, 221-63. Dis-
cussions of the origins of artistic inspiration include Boorstin, The Creators, 384-94; 
Geller, “Hiroshige v. Van Gogh,” 39-42; Randall, Pragmatic Plagiarism, 238-40. 
19 See, for example, Pessach, “Copyright Law as a Silencing Restriction.” 
20 Mezey & Niles, “Screening the Law,” 100. On the creative fruitfulness of culture 
markets generally, see Cowen, In Praise of Commercial Culture. 
21 See, for example, Aufderheide & Jaszi, Untold Stories; Heins & Beckles, Will Fair 
Use Survive?; Lessig, Free Culture. 
22 See Amabile, Creativity in Context, 115-20, 231-32; Csikszentmihalyi, Creativity, 
120-21. 
23 See, for example, Brown, Who Owns Native Culture?, 209-27; Riles, “Anthropology, 
Human Rights, and Legal Knowledge,” 52-65. 
24 Mezey, “Law as Culture,” 35. 
25 Burrell & Coleman, Copyright Exceptions, 188-91. 
26 See, for example, Ku, “The Creative Destruction of Copyright,” 294-311. The theory 
of creative destruction originates in Schumpeter, Capitalism, Socialism, and Democra-
cy, 81-86. 
27 Benkler, The Wealth of Networks, 19. 



Configuring the Networked Self, © 2012, Julie E. Cohen 

This printable version was created under a Creative Commons Attribution 
NonCommercial ShareAlike license (see www.juliecohen.com) 

 
 

5 
Privacy, Autonomy, and Information 

 

 

 

 In the last two decades, the environmental and social determinants of 
privacy have undergone rapid change. The amount of information collected 
about both individuals and social groups has grown exponentially and covers an 
astonishing range of subject matter, from purchasing history to browsing be-
havior to intellectual preferences to genetic predispositions. This information 
lasts longer and travels farther than ever before; it is stored in digital databases, 
exchanged in markets, and “mined” by both government and private actors for 
insights into individual and group behavior. The increase in data-processing 
activity coincides with the rapid spread of identity-linked authentication re-
gimes for controlling access to spaces and resources, both real and digital. 
Authentication data are added to the other information stored in digital data-
bases, creating comprehensive, persistent records of individual activity. The last 
two decades also have witnessed a dramatic upswing in real-time monitoring—
by camera, satellite, and electronic pattern-recognition tools—of public spaces, 
privately owned spaces, and traffic across communications networks. 

 Government entities are involved in many of these activities, but the 
vast majority of data-mining, authentication, and monitoring initiatives do not 
originate with government. They originate in private-sector desires to learn 
more about current and prospective customers, to administer access to real and 
virtual resources, and to manage communication traffic over networks. Moreo-
ver, the increasingly widespread diffusion of cameras, networked personal de-
vices, and social-networking platforms means that individuals and social groups 
themselves actively participate in many of these activities. 

 What all this signifies for people’s understandings and expectations of 
privacy is hard to understand. Surveys report that ordinary people experience a 
relatively high generalized concern about privacy but a relatively low level of 
concern about the data generated by specific transactions, movements, and 
communications. Some policy makers interpret the surveys as indicating either 
a low commitment to privacy or a general readiness to trade privacy for other 
goods. Others argue that the various “markets” for privacy have informational 
and structural defects that prevent them from generating privacy-friendly choic-
es. They argue, as well, that inconsistencies between reported preferences and 
revealed behavior reflect a combination of resignation and befuddlement; most 
Internet users do not understand how the technologies work, what privacy poli-
cies mean, or how the information generated about them will actually be used.1 
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 Confronted with these developments and struggling to make sense of 
them, courts increasingly throw up their hands, concluding that constitutional 
guarantees of privacy simply do not speak to many of the new technologies, 
business models, and behaviors, and that privacy policy is best left to legisla-
tors. Legislators are quick to hold hearings but increasingly slow to take action; 
in many cases, they prefer to delegate day-to-day authority to regulators. Regu-
lators, for their part, rely heavily on principles of notice, consent, reasonable 
expectation, and implied waiver to define the scope of individual rights with 
respect to the practices that fall within their jurisdiction. 

 Legal scholars also have struggled to respond to these social, techno-
logical, and legal trends. There is widespread (though not unanimous) scholarly 
consensus on the continuing importance of privacy in the networked informa-
tion economy, but little consensus about what privacy is or should be. Among 
other things, legal scholars differ on whether privacy is a fundamental human 
right, what circumstances would justify pervasive government monitoring of 
movements and communications, whether guarantees of notice and informed 
consent are good or even effective safeguards against private-sector practices 
that implicate privacy, and what to make of the inconsistency between ex-
pressed preferences for more privacy and revealed behavior that suggests a rela-
tively low level of concern. 

 Despite the voluminous amount of scholarship now being published on 
privacy issues, however, scholarly accounts of privacy within U.S. legal theory 
are incomplete in three ways that go to the most fundamental questions about 
what privacy interests encompass. First, privacy scholars generally have as-
sumed that the self that privacy protects is characterized by its autonomy. This 
formulation does not withstand close scrutiny—scholars cannot agree on 
whether “autonomy” denotes an absolute condition or a matter of degree, and 
neither understanding makes sense taken on its own terms—and the policy rec-
ommendations it generates are incoherent. Yet privacy theory clings to it none-
theless. Privacy scholars have seemed both unable and unwilling to generate a 
different theory of the self that privacy protects. Second, although privacy theo-
rists have articulated a variety of collective interests that privacy serves, they 
have avoided digging too close to the root of the asserted social interest in de-
nying privacy—in gathering information, imposing identity-linked authentica-
tion procedures, and monitoring spaces and networks. Scholarly reluctance to 
confront the case against privacy weakens the case for privacy; collective-
interest justifications that seem incomplete are more easily swept aside. Finally, 
privacy theory offers a very poor account of the metaphors used to describe 
privacy interests and harms. Most privacy theorists disdain spatial metaphors 
for privacy as ill-suited to the networked information age, but have not ex-
plored why spatial metaphors continually recur in privacy discourse or what 
that recurrence might mean for privacy law. At the same time, they have 
seemed not to notice the dominance of visual metaphors in privacy discourse, 
and have not considered the ways in which the implicit equation of privacy 
with invisibility structures the legal understanding of privacy interests and 
harms. 

 As in the case of copyright, the deficiencies in privacy theory can be 
traced to the methodologies that legal scholars of privacy commonly employ 
and the assumptions on which those methodologies are based. Like legal schol-
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arship about copyright, legal scholarship about privacy is infused with the 
commitments of liberal political theory. As we saw in Chapter 3, those com-
mitments do not function well at the self/culture intersection. Privacy concerns 
the boundary conditions between self and society, and the ways that those con-
ditions mediate processes of self-formation. In U.S. legal scholarship about pri-
vacy, resistance to examining the complex relationship between self and society 
works systematically to undermine efforts at reconceptualizing privacy and to 
steer privacy theorists away from literatures that might help in that task. 

 Some privacy scholars argue that privacy is itself an artifact of liberal 
political theory. According to Peter Galison and Martha Minow, rights of pri-
vacy are inseparably tied to the liberal conception of the autonomous, prepoliti-
cal self. They argue that privacy as we know it (in advanced Western societies) 
ultimately will not withstand the dissolution of the liberal self diagnosed by 
contemporary social theory.2 Privacy and liberal political theory are closely 
intertwined, but the problem of privacy is more complicated than that argument 
suggests. The understanding of privacy as tied to autonomy represents only one 
possible conception of privacy’s relation to selfhood. More fundamentally al-
though privacy is often linked to the liberal values of dignity and autonomy 
within our political discourse, it also conflicts with other liberal values. In the 
networked information society, protection for privacy compromises the liberal 
commitments to free flows of information, to the presumed equivalence be-
tween information and truth, and to the essential immateriality of personality. 
The conceptual gaps within privacy theory therefore reflect not only tensions 
between liberalism and critical theory, but also tensions internal to liberalism. 
As we will see, the gaps within privacy theory have very real consequences for 
the content of privacy law and policy. 

 

The Subject of Privacy: The Autonomy Paradox 
 The first defect in privacy theory is the most fundamental, and concerns 
the relation between privacy and selfhood. Privacy rights attach to individuals, 
but how and why? Exactly who is the self that privacy is supposed to benefit? 
Within U.S. privacy theory, answers to those questions often invoke concepts 
of autonomy. But autonomy-based formulations of privacy interests raise more 
questions than they answer. Different strands of privacy doctrine suggest very 
different accounts of the way that privacy and autonomy are related, and those 
accounts are inconsistent both internally and with one another. The commit-
ment to autonomy becomes even odder when it is situated in historical context. 
For nearly a century, the notion of the self-sufficient, autonomous individual 
has been under attack. Within social theory on both sides of the Atlantic, the 
autonomous self has given way to the socially constructed subject. Unlike their 
European and Canadian counterparts, however, most U.S. privacy theorists 
have resisted or avoided engaging with the insights and methods of contempo-
rary social theory, and have interpreted those insights as undermining not only 
the idea of separation between self and society, but also the very idea of a self 
that might have privacy claims to assert. 

 It is instructive to begin our exploration of the “autonomy paradox” in 
privacy theory by considering accounts of the individual privacy claimant that 
emerge from privacy jurisprudence. As Neil Richards has demonstrated, strands 
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of U.S. constitutional jurisprudence establish robust privacy protection for 
thought, belief, and association; the asserted purpose of this protection is to nur-
ture unconventional or dissenting thought that otherwise might be stifled by 
social disapproval.3 Constitutional privacy jurisprudence also protects certain 
decisions that are viewed as intimately bound up with the definition of self, and 
again it does so to shield individuals making such decisions from the chill of 
majoritarian displeasure.4 By way of parallel to the nomenclature developed in 
Chapter 3, I will call the presumed beneficiary of these doctrines the “romantic 
dissenter.” The romantic dissenter is not, on the whole, a fragile figure; among 
other things, when she chooses to participate in the rough-and-tumble of the 
marketplace of ideas she will not be able to demand protection against those 
who disagree with her or against ad feminam attacks on her character. But her 
claim to privacy protection for her beliefs, associations, and intimate decisions 
is widely acknowledged. And if she chooses to speak anonymously, she often 
can invoke constitutional protection for that decision as well.5 

 The romantic dissenter also animates the strand of constitutional pri-
vacy doctrine that establishes privacy protection for homes and personal papers. 
Here too privacy functions as a safeguard against majoritarian tyranny. The 
home is conceptualized as a retreat from public life, affording shelter from pub-
lic scrutiny of one’s activities; in this respect, it complements the doctrines that 
protect intellectual privacy.6 In addition, privacy protection for the home shel-
ters activities that simply have no place in the public sphere. 

 The emerging U.S. legal framework for information privacy, which 
revolves primarily around the design of procedures for opting into or out of 
data collection, seems to contemplate a very different beneficiary of privacy 
protection.7 This individual is concerned above all with maximizing his surplus 
in the marketplace. He may have preferences for privacy, but he regards those 
preferences and any formal entitlements to privacy as tradeable for other bene-
fits that he might value more highly. I will call this privacy claimant the “ra-
tional chooser”; as with the economic user of copyrighted works, the rational 
chooser’s implicit theoretical allegiance is to economic models of behavior and 
decision making. 

 As in the case of copyright, the first thing to notice about these charac-
ters is that they seem to exist only within their home domains. One can easily 
imagine the rational chooser consenting to have his communications or reading 
decisions monitored and to have trouble comprehending the chill that suppos-
edly would result from allowing information about intimate decisions to be dis-
closed. Yet that view of appropriate privacy rules for belief, association, and 
the like is decidedly a minority one. Expressive and associational privacy, and 
to a lesser extent residential privacy, are the domains of the romantic dissenter. 
The romantic dissenter, meanwhile, might complain that the collection, use, and 
sale of information about her grocery purchases or her rental history chill her 
opportunities for self-development. Should she do so, she would have trouble 
finding a sympathetic audience. Within the structure of U.S. privacy law, com-
mercial transactions are the domain of the rational chooser. The banal, de 
minimis nature of most such transactions has repeatedly frustrated efforts to 
reframe information privacy problems as implicating profound self-
development concerns. Within common-law privacy doctrine, some uses of 
information do trigger higher levels of legal protection, but they involve falsity 



Chapter 5, Configuring the Networked Self, © 2012, Julie E. Cohen 

5 

 

or particularly intimate facts linked to the romantic dissenter’s traditional con-
cerns. 

 One explanation for the inconsistency might simply be that people have 
different expectations in different domains of activity and that those domains 
therefore demand different degrees of legal solicitude. If so, then arguably there 
is nothing inconsistent about protecting communications and associations to a 
greater extent than commercial transactions. Yet underlying the different sorts 
of rules for different kinds of privacy are some very different assumptions 
about the sorts of autonomy that individual privacy claimants exercise. Both the 
romantic dissenter and the rational chooser exercise autonomy, but the auton-
omy exercised by each is different. The rational chooser is a definitionally auto-
nomous being who experiences unbroken continuity between preference and 
action; his choices are relatively impervious to outside influence, and so he 
neither wants nor needs privacy protection for them. The romantic dissenter 
requires privacy protection for her autonomy to flourish; as a practical matter, 
then, she exercises autonomy only to the degree that her environment enables it. 
If the rational chooser and the romantic dissenter were actually two different 
people, this might not be especially troubling. Since they are supposed to be the 
same person, the divergent conceptions of autonomy are worrisome. 

 The two different visions of the autonomy exercised by privacy claim-
ants map to two different schools of thought about the nature of autonomy more 
generally. Within the framework of liberal political theory, the rational chooser 
corresponds to the conventional understanding of negative liberty as the ab-
sence of overt constraint. At any point in time, the autonomous self is defini-
tionally capable of both choice and consent, and so we can say that autonomy 
subsists both in those choices and in the overall pattern that they establish. For 
other privacy theorists, however, this understanding of autonomy sets up an 
“autonomy trap.”8 These theorists argue that sometimes moment-to-moment 
choices need to be constrained so that people can become free to make better 
long-term choices than they otherwise might make. This position on autonomy 
corresponds to the conventional understanding of positive liberty as a freedom 
to choose wisely that cannot exist without some sort of environmental enable-
ment. The romantic dissenter corresponds to this latter position; she requires 
rules that guarantee privacy of thought, belief, and association in order to de-
velop her capacities to the fullest.9 

 The problem with the negative liberty framework is that when it is 
taken as a description of human capability, it is self-evidently false. Autono-
mous adults do not spring full-blown from the womb. Children and young 
adults must grow into their autonomy, and this complication introduces the 
problem of dynamic self-formation that the negative-liberty framework seeks to 
avoid. To know when an individual has attained the capacity for autonomous 
choice, we need to decide how much nurture is enough. 

 Within a positive-liberty framework, though, the search for the dividing 
line between “autonomy” and external influence presents a problem of infinite 
regress. Some privacy scholars, myself included, have attempted to finesse this 
problem by characterizing information-collection practices and privacy rules as 
intimately involved in the ongoing constitution of selfhood. Even as they high-
light the dynamic nature of self-formation, however, these “constitutive pri-
vacy” scholars continue to insist on the existence of an autonomous core—an 
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essential self identifiable after the residue of influence has been subtracted.10 
The problem, however, is not simply that autonomy is constituted over time and 
by circumstances; it is that including autonomy in the definition of the ultimate 
good to be achieved invokes a set of presumptions about the separateness of 
self and society that begs the very question we are trying to answer. 

 The debate about underlying conceptions of autonomy in privacy law is 
a theoretical one, but its consequences are not. First, the divide between the dif-
ferent domains of privacy, and between the corresponding conceptions of au-
tonomy, doesn’t tell us what to do when those domains collide. These days, 
such collisions are more the rule than the exception. Is use of a computer sys-
tem in the privacy of one’s home to be governed by the rules that establish 
stringent privacy protection for activities at home or by the rather less stringent 
rules that govern privacy in commercial transactions with the providers of li-
censed software and communication networks? If the former, does taking one’s 
laptop (or smart phone or personal digital assistant) outside one’s home change 
the rules that apply? What privacy rules should apply to records showing pur-
chases of intellectual goods? The romantic dissenter and the rational chooser 
can’t answer these questions; we have no rules of encounter that might tell us 
how to reconcile their incompatible demands. 

 The figures of the romantic dissenter and the rational chooser, and the 
underlying conceptions of autonomy that they represent, also don’t map to an 
assortment of other problems that are experienced by ordinary people as impli-
cating privacy concerns. To begin with the most banal, they don’t explain the 
desire for privacy for ordinary bodily functions. Activities such as excretion 
and sex are neither secret (everyone does them) nor romantic in their anatomi-
cal essentials, yet the view of them as private is strongly held. The romantic 
dissenter and the rational chooser also don’t help us understand why most peo-
ple assume that sharing personal details with one’s airplane seatmate or one’s 
circle of friends does not automatically equal sharing them with one’s em-
ployer. Nor do they tell us why many people tend to feel that being subject to 
regularized surveillance in a public place is qualitatively different from simply 
being visible to others present there. In other words, they don’t explain why 
most people understand privacy as a quality subject to an enormous amount of 
contextual variation.11 Not coincidentally, privacy theory lacks good frame-
works for understanding why these problems, none of which appears to impli-
cate autonomy in any obvious way, nonetheless implicate (and often violate) 
the affected individuals’ sense of self. 

 Ultimately, the autonomy paradox illustrates the ways in which the 
commitments of liberal political theory have constrained scholarly approaches 
to the self-society relation. Interrogating the conceptions of autonomy that exist 
in privacy theory exposes a deep conceptual poverty about what selves are 
made of. Straining to identify the point at which autonomy ends and influence 
begins does not take us very far toward answering that question. Within con-
temporary social theory, the separation between self and society that lies at the 
root of the autonomy paradox does not exist. From that perspective, a robust 
theory of privacy requires an understanding of the processes by which selfhood 
comes into being and is negotiated through contexts and over time. It is not ob-
vious why that understanding should be attainable only by interrogating the 
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conditions of true independence. And yet privacy theory remains preoccupied 
with the latter inquiry. 

 In general, U.S. privacy scholars are deeply resistant, even hostile, to 
the idea of the socially constructed self. The aversion is so strong that many 
privacy theorists are unwilling to entertain even the more modest argument for 
“constitutive privacy”—which, as we have seen, manages at most a partial en-
gagement with the problem of evolving subjectivity. Those scholars read the 
constitutive-privacy argument as completely inconsistent with liberty of choice 
and of belief. As Jeffrey Rosen puts it, “I’m free to think whatever I like even if 
the state or the phone company knows what I read.”12 That argument, which 
elides the distinction between social shaping and choice, is a product of the lib-
eral conception of autonomy, pure and simple; social shaping negates choice 
only if choice is understood as requiring a perfect absence of influence. 

 That understanding of theories of social shaping is far too crude; social 
shaping need not entail the negation of self. One can choose to understand the 
autonomous liberal self and the dominated postmodernist subject as irreconcil-
able opposites, or one can understand them as two (equally implausible) end-
points on a continuum along which social shaping and individual liberty com-
bine in varying proportions. By taking the latter perspective, moreover, it is 
possible to meld contemporary critiques of the origins and evolution of subjec-
tivity with the more traditionally liberal concerns that have preoccupied Ameri-
can privacy theorists. Postmodernist social theory seeks to cultivate a critical 
stance toward claims to knowledge and self-knowledge. In a society committed 
at least to the desirability of the liberal ideal of self-determination, that perspec-
tive should be an appealing one. A theory of privacy for the information age 
should engage it and should explain what function privacy performs in a world 
where social shaping is everywhere and liberty is always a matter of degree. 

 

The Social Value (or Cost?) of Privacy 
 Perhaps motivated by the autonomy paradox, some privacy theorists 
seek to formulate the value of privacy in purely social terms. That approach, 
however, leads rapidly to the second defect in privacy theory, which concerns 
the way in which accounts of the collective interest in privacy traditionally have 
been formulated. Arguments from collective interests typically do not engage 
directly with the asserted social justifications for seeking more information and 
so for denying privacy in specific cases. Instead, they advocate privacy by de-
scribing some other, incommensurable good that privacy advances. Arguing 
about whether a general preference for privacy should overcome instances of 
specific societal need passes over a critical moment in which the specific social 
need is effectively conceded and linked to a powerful general imperative that 
relates to the value of information and information processing: more informa-
tion is better. Failure to challenge the information-processing imperative leaves 
privacy theory in an epistemological double bind. When it accedes to unre-
stricted flows of personal information, privacy theory betrays its own deepest 
commitments. When it proposes to restrict flows of information, privacy theory 
exposes itself to charges of Luddism and censorship. Failure to confront the 
assumptions on which those charges are founded amounts to an effective con-
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cession that privacy is at odds not only with markets but also and more funda-
mentally with innovation and truth. 

 Many privacy theorists have approached the problem of the collective 
interest in privacy by defining it away. Some argue that the collective interest in 
privacy is a mirror of the individual interest, whatever that may be. On this in-
terpretation, society’s interest in privacy is reduced to ensuring that the individ-
ual’s interest is fulfilled.13 One obvious difficulty with this approach is that it 
succeeds only to the extent that we understand the nature of the individual in-
terest. But presuming a perfect identity of social and individual interests also 
begs a question that deserves to be considered more carefully. It makes sense to 
think that society should want to promote individual flourishing, but a societal 
definition of human flourishing might include interpersonal goods and might 
value those goods differently than the affected individuals would. Other schol-
ars position collective interests as inevitably opposed to individual ones. This 
oppositional understanding of privacy emerges most powerfully in communi-
tarian political theory, which holds that the welfare of the community must take 
precedence over the welfare of the individual. A similar position is implicit in 
the work of other scholars who argue that security should be privileged over 
privacy in most cases.14 Yet the oppositional understanding of privacy does not 
consider that society may have something to gain as well as something to lose 
by protecting privacy. 

 Within the last two decades, a number of scholars have made a more 
sustained effort to define privacy-related goods that are truly collective in na-
ture. Although there are a number of differences in background and approach 
among these scholars, they are united in insisting that a just society is more 
than simply the aggregate of its individual members and that collective goods 
are more than simply the aggregate of individual goods. According to Robert 
Post and Ferdinand Schoeman, privacy promotes the formation and mainte-
nance of civil society. Priscilla Regan, Radhika Rao, and Colin Bennett and 
Charles Raab argue that privacy protection promotes equality. Daniel Solove 
takes a different, avowedly pragmatist tack, arguing that privacy serves multi-
ple goods, both individual and collective, that are intimately bound up with eve-
ryday experience.15 

 None of these theories about privacy’s collective value, however, tells 
us what to do differently when it is time to balance privacy interests against 
other interests. Here Bennett and Raab look to process. Political scientists by 
training, they focus on the design of privacy institutions and on getting privacy 
and privacy advocates a seat at the bargaining table. But getting privacy onto 
the table brings us no closer to understanding how to balance the collective and 
individual interests in privacy against privacy’s asserted costs. Instead, general-
ized concerns for privacy tend to give way to countervailing interests that are 
more crisply articulated.16 Privacy theorists sometimes explain this outcome by 
using a version of the availability heuristic: it can be difficult to see how relax-
ing privacy standards in a particular case would jeopardize the value placed on 
civility or equality more generally. Overcoming this problem, they argue, re-
quires even stronger, more compelling normative arguments about the social 
values that privacy serves. 

 While privacy theorists are right about the central role of normative 
judgment in privacy policy making (a question that I take up in more detail be-
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low), they are wrong about where that normative judgment needs to kick in, 
and also wrong to blame the availability heuristic for breakdowns in the policy 
process. On the whole, privacy scholars do not interrogate the information-
processing imperative on which the case against privacy rests. They do worry 
about error costs in privacy decision making; to oversimplify only slightly, pri-
vacy skeptics worry about false negatives in the realm of security (for example, 
overlooked terrorists) and false positives in the realm of commerce (for exam-
ple, bad hiring decisions), while for privacy advocates, the problems are re-
versed (for example, innocent citizens unjustly detained and trustworthy job 
candidates mistakenly rejected). But debate about the magnitude and direction 
of the error rate elides important threshold questions about the validity of the 
challenged practices as information-processing practices. 

 On its face, this reluctance to dig more deeply is very odd. In other le-
gal contexts, it is well recognized that information-processing practices reflect, 
and often create, social value judgments. In particular, historians and theorists 
of discrimination have drawn attention to the social construction of purportedly 
objective statistical “truths” about race, religion, and gender. As Frederick 
Schauer demonstrates at length, opposition to entrenched societal discrimina-
tion is hard to reconcile with commitment to the truth-value of information; the 
line between useful heuristics and invidious stereotypes is vanishingly thin. Ef-
fective antidiscrimination policy therefore requires the exercise of moral judg-
ment about the value of information.17 

 Privacy scholars have strenuously resisted generalizing these conclu-
sions from antidiscrimination theory to information processing more generally. 
More often, a sort of reverse generalization occurs: privacy theorists tend to 
think that the solution is better (information-based) metrics for separating the 
invidious frameworks from the truthful ones. Thus, for example, Lior Stra-
hilevitz contrasts valuable “information” with wasteful “signals,” and argues 
that privacy policy should encourage use of the former rather than the latter.18 
That seems reasonable enough, but it assumes an ontological distinction be-
tween the two categories that does not exist. Jeffrey Rosen worries about the 
risk of “being misdefined and judged out of context in a world of short attention 
spans.”19 That statement expresses a commendable doubt about the human ca-
pacity to judge, but it sidesteps the question of information value. The worry 
about any particular piece of information is that we will not take the time and 
effort to weigh it properly, not that the information is somehow wrong “in it-
self.” Still other privacy scholars argue that flows of personal information are 
best understood as speech protected by constitutional guarantees of expressive 
liberty. On that view, laws protecting privacy can prohibit trade only in infor-
mation that is provably false. 

 When privacy scholars’ reluctance to confront the information-
processing imperative is situated within the tradition of liberal political theory, 
it becomes much less mysterious. The information-processing imperative 
comes to us directly from the Enlightenment; it is grounded in a view of infor-
mation gathering as knowledge discovery along a single, inevitable trajectory 
of forward progress. Within that philosophical framework, the interest in get-
ting and using more complete information is presumptively rational and entitled 
to deference. The truth-value of “more information” is assumed and elevated to 
a level beyond ideology; as a result, the other work that information processing 
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does goes unaddressed and usually unacknowledged. The free-speech argument 
against privacy invokes a related ideology about knowledge discovery in the 
“marketplace of ideas”: even if some speech is wrong or irrelevant, truth will 
emerge victorious so long as the flow of information is allowed to proceed un-
impeded. 

 Faith in the ultimate truth-value of information, however, leads in both 
theory and policy to a series of rapidly cascading failures to hold back an inevi-
table tide. If information is always true but only sometimes relevant, where 
should the law draw lines? Unsurprisingly, attempts to isolate neutral rules of 
decision have been singularly unsuccessful. Within a liberal market economy, it 
is an article of faith that both firms and individuals should be able to seek and 
use information that (they believe) will make them economically better off. 
Businesses, in particular, want consumer personal information both to minimize 
foreseeable losses and to structure expected gains. Information reduces the un-
certainty that accompanies any new venture because it affords access to a set of 
conventions for evaluating risk and profit potential. In disciplines ranging from 
marketing to actuarial science to finance, information processing transforms 
guesses into their more respectable cousins, estimates and projections, which in 
turn support the development of new products and industries.20 Information also 
is bound up with discussions of risk and security in the public policy arena. In 
those discussions, every piece of information is presumptively relevant to the 
task of identifying and countering national security threats. 

 Faith in the truth-value of information reaches its zenith in processes of 
risk management, but the information-processing imperative also pervades 
other areas of activity. In legal disputes, in which uncertainty complicates ques-
tions of responsibility and remedy, every piece of information is presumptively 
relevant to the calculus of liability or guilt. For the modern welfare state, com-
plete information is important to the determination of benefits. In many of these 
latter contexts, beliefs about the relationships between information and truth are 
also rooted in another foundational principle of the liberal tradition: the notion 
that respect for individual autonomy requires individualized treatment. Yet that 
argument too militates in favor of more information, not less. Whether the start-
ing point is truth or dignity, the rationale for considering particular items of 
personal information rapidly becomes an argument in favor of collecting and 
using every piece of information that can be obtained. 

 Once again, many intellectual resources that might prove helpful to the 
project of interrogating the information-processing imperative have been placed 
off limits by liberal legal theorists’ profound distrust of contemporary social 
theory. In particular, legal theorists’ perception of postmodernism’s deep com-
mitment to moral and epistemological relativism tends to foreclose the possibil-
ity that its insights about the social construction of knowledge might prove use-
ful. If, for example, postmodernism cannot claim to help privacy theory make 
moral judgments about the appropriate content of antidiscrimination law, or 
offer concrete policy recommendations that might provide comforting certainty 
to businesses and governments, then what good is it? 

 Again, though, that understanding of postmodernism’s lessons is too 
simple. Systems of knowledge can be both contingent and deeply rooted, arbi-
trary in an absolute sense and yet deeply intertwined with norms and ways of 
living. What literatures about the construction of knowledge afford, and liberal 
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political theory typically does not, is access to the genealogy of a society’s 
moral and intellectual commitments—to the ontological relationship between 
knowledge and moral, legal, and economic power. This in turn affords a van-
tage point of partial separation, a position of skepticism from which to interro-
gate existing presumptions and practices. 

 Specifically, literatures outside the liberal canon bear on three large and 
interlocking sets of problems that privacy theory needs to confront. First, they 
expose the ways in which practices and policies about information processing 
construct knowledge, including knowledge about the subjects of the emerging 
information society. Second, they provide resources with which to engage so-
cial and institutional preoccupations with risk and security. Third, they enable 
investigation and description of the ways in which categorization comes to sup-
port elaborate social, technical, and institutional infrastructures. In each of these 
areas, a more skeptical stance toward the information-processing imperative 
would enable privacy scholars and policy makers to interrogate claims about 
necessity and efficacy more effectively. In addition, it would enable privacy 
theorists to offer a more coherent account of the collective interest in limiting 
information processing and of the ways in which that interest intersects with the 
problem of self-formation. 

 

The Nature of Privacy Harms 
 The final conceptual defect in scholarly accounts of privacy concerns 
the ways that the metaphoric structuring of privacy discourse affects our under-
standing of privacy and privacy harms. Unlike copyright scholars, privacy 
scholars are acutely sensitive to the recurrence of spatial metaphors in privacy 
discourse. Most have reacted negatively to the spatial metaphorization of pri-
vacy expectations and interests. For the most part, however, privacy scholars 
have not carefully investigated the roles that spatial metaphors play in privacy 
discourse. At the same time, they do not seem to notice the extent to which le-
gal conceptions of privacy interests and harms are structured predominantly by 
visual metaphors. 

 Since the U.S. legal system purports to recognize an interest in spatial 
privacy, it is useful to begin there. Doctrinally, whether surveillance invades a 
legally recognized interest in spatial privacy depends in the first instance on 
background rules of property ownership. Generally speaking, surveillance is 
fair game within public space, and also within spaces owned by third parties, 
but not within spaces owned by the targets of surveillance. Those baseline 
rules, however, do not invariably determine the outcomes of privacy disputes. 
Expectations deemed objectively reasonable can trump the rules that otherwise 
would apply in a particular space. Thus, for example, a residential tenant is en-
titled to protection against direct visual observation by the landlord even though 
she does not own the premises, and a homeowner is not necessarily entitled to 
protection against direct visual observation by airplane overflight, nor to pri-
vacy in items left out for garbage collection.21 Employees sometimes can assert 
privacy interests against undisclosed workplace surveillance.22 

 For my purposes here, the interesting thing about the reasonable-
expectations test is that it is fundamentally concerned not with expectations 
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about the nature of particular spaces, but rather with expectations about the ac-
cessibility of information about activities taking place in those spaces. Even the 
exceptions prove the rule: Kyllo v. United States (2001), which involved the use 
of heat-sensing technologies to detect indoor marijuana cultivation, was styled 
as a ringing reaffirmation of the traditional privacy interest in the home, but in 
fact upholds that interest only against information-gathering technologies “not 
in general public use.”23 Similarly, although legal scholars disagree about the 
precise nature of the privacy interest, they seem to agree that cognizable injury 
would require the involvement of a human observer who perceives or receives 
information.24 Focusing on the accessibility of information also explains why 
no privacy interest attaches to most activities in public spaces and nonresiden-
tial spaces owned by third parties: persons who voluntarily enter such premises 
have impliedly consented to being seen there. 

 In short, and paradoxically, prevailing legal understandings of spatial 
privacy do not recognize a harm that is distinctively spatial: that flows from the 
ways in which surveillance, whether visual or data-based, alters the spaces and 
places of everyday life. Instead, both courts and scholars are enormously criti-
cal of spatial metaphors in privacy discourse. The Supreme Court has expressed 
reluctance to extend spatial conceptions of privacy outside the physical space of 
the home. In United States v. Orito (1973), the majority characterized the dis-
senters’ formulation of the privacy interest as a “sphere” that accompanies each 
individual as lacking any limiting principle. In fact, that conclusion does not 
necessarily follow—or rather, it follows only if the privacy interest, once rec-
ognized, must be absolute, and that is what the Court read the “sphere” meta-
phor to imply.25 

 Like the Orito Court, many privacy theorists are deeply uncomfortable 
with spatial metaphors in privacy discourse. These scholars tend to offer four 
principal reasons for their resistance to spatialization. First, some scholars ob-
ject that the spatialization of privacy interests reinforces doctrinal links between 
privacy and property. This undermines claims to privacy in public spaces and 
also undermines claims to privacy in spaces and across communication net-
works owned by third parties. Kyllo has been roundly criticized precisely for 
seeming to make the physical space of the private home a preeminent consid-
eration. Second and relatedly, some scholars assert that links between privacy 
and property reinforce and perpetuate social and economic relations of inequal-
ity. They note that historically, privacy linked to property has insulated domes-
tic abuse and corporate discrimination from public scrutiny. Third, some schol-
ars assert that spatial metaphors in privacy discourse are too imprecise to be 
useful. Thus, for example, Lloyd Weinreb observes that spatial metaphors for 
privacy “do[] not specify at all the shape or dimensions of the space or what it 
contains.”26 Finally, many privacy scholars argue that spatial metaphors are 
unhelpful in the networked information society because the greatest threats to 
privacy arise from the pervasive collection and sharing of information. 

 And yet spatial metaphors continue to recur in privacy discourse. Even 
in contexts that are not thought to involve spatial privacy at all, judges routinely 
and unselfconsciously refer to “spheres” and “zones” to describe privacy inter-
ests. Spatial metaphors for privacy appear particularly often in concurring and 
dissenting opinions in which judges are attempting to explain their understand-
ing of the privacy to which individuals ought to be entitled and that the law 
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should attempt to guarantee.27 Despite the insistent drumbeat of scholarly criti-
cism, spatial metaphors also populate the scholarly literature on privacy. Arti-
cles on information privacy contain numerous references to “zones” and 
“spheres” of privacy, and these terms do not refer only to defined physical 
spaces. Instead, they position privacy more generally as a sort of metaphorical 
shelter for the self.28 

 Even as they criticize spatial metaphorization, privacy theorists often 
seem oblivious to the predominance of visual metaphors in privacy discourse. 
An implicit linkage between privacy and visibility is deeply embedded in pri-
vacy doctrine. The body of constitutional privacy doctrine that defines unlawful 
searches regulates tools that enable law enforcement to “see” activities as they 
are taking place inside the home more strictly than tools for discovering infor-
mation about those activities after they have occurred. Kyllo was deemed wor-
thy of Supreme Court consideration precisely because it seemed to lie on the 
boundary between those categories. Within the common law of privacy, harms 
to visual privacy and harms to information privacy are subject to different re-
quirements of proof. Of the four privacy torts, two are primarily visual and two 
primarily informational. The visual torts, intrusion upon seclusion and unau-
thorized appropriation of name or likeness, require only a showing that the 
conduct (the intrusion or appropriation) violated generally accepted standards 
for appropriate behavior. The informational torts, unauthorized publication and 
false light, are far more stringently limited (to “embarrassing” private facts and 
to falsity).29 Efforts to develop a more robust informational privacy tort have 
confronted great skepticism, for reasons that seem closely linked to conventions 
about visibility. Litigants have tried to characterize collections of personally 
identified data visually, likening them to “portraits” or “images,” but courts 
have resisted the conflation of facts with faces.30 Information-privacy skeptics, 
meanwhile, have argued that privacy interests cannot attach to information vol-
untarily made “visible” as part of an otherwise consensual transaction.31 

 Over the last decade, the principal contribution of what has been 
dubbed the “information privacy law project” has been to refocus both schol-
arly and popular attention on the ways in which techniques of information col-
lection operate to render individuals and their behaviors accessible in the net-
worked information age. Many contemporary legal and philosophical theories 
of privacy are organized explicitly around problems of information privacy and 
“privacy in public.” These theories might be read to suggest that the persistent 
theme of visibility in privacy discourse is a distraction from the more funda-
mental problem of informational accessibility. Although the theories differ 
from one another in important respects, an implicit premise of all of them is 
that databases and personal profiles can communicate as much as or more than 
images. Visibility is an important determinant of accessibility, but threats to 
privacy from visual surveillance become most acute when visual surveillance 
and data-based surveillance are integrated, enabling both real-time identifica-
tion of visual-surveillance subjects and subsequent searches of stored visual and 
data-based surveillance records.32 

 Yet the information privacy law project remains more closely tied to 
visibility than this description would suggest; its principal concern has been 
with data trails made visible to others. Solove, for example, argues that for the 
most part, informational accessibility does not result from a conscious decision 



Chapter 5, Configuring the Networked Self, © 2012, Julie E. Cohen 

14 

 

to target particular individuals; instead, accessibility is embedded in the design 
of social and technical institutions. Even so, he uses the term “digital dossier” 
to describe the threat that institutions insufficiently protective of privacy create. 
The digital dossier is a form of “unauthorized biography”; a way of represent-
ing the individual to the gaze of the world.33 

 Even as information-privacy theorists have sought to shift the focus of 
the discussion about privacy interests, moreover, the terms of both academic 
and public debate continue to return inexorably to visibility, and more particu-
larly to an understanding of surveillance as direct visual observation by central-
ized authority figures. Within popular privacy discourse, this metaphoric map-
ping tends to be organized around the anthropomorphic figure of Big Brother. 
Academic privacy theorists have tended to favor the motif of the Panopticon, a 
model prison proposed by Jeremy Bentham that consisted of cells concentri-
cally arranged around a central guard tower, from which the prison authority 
might see but not be seen. Architecturally and also etymologically, Bentham’s 
conception suggests that direct visual observation by a centralized authority is 
the best exemplar of surveillance for social control. Important work in informa-
tion privacy often invokes the Panopticon and other visual metaphors to drive 
home arguments about information-based risk.34 Although Solove critiques Big 
Brother, his preferred metaphor of a hidden, dehumanized bureaucracy also is 
heavily reliant on visuality—the problem is precisely that privacy invasion 
lacks a “face” of its own.35 

 Why do privacy theorists find spatial metaphors for privacy so trou-
bling and visual metaphors so compelling? Situating privacy theory within lib-
eralism’s legacy of mind-body dualism goes a long way toward explaining the 
mismatch between the official privacy discourse of visibility and the unofficial 
privacy discourse of spaces, zones, and spheres. The understanding of privacy 
and privacy invasion as transcending space and physicality resonates power-
fully with the liberal understanding of the self as abstract and disembodied. 
Bodies exist in spaces that are concrete and particular; vision is general and 
abstract, linked metaphorically with the transcendent power of reason. 

 From this perspective, it is not particularly surprising that the paradigm 
cases of privacy invasion should be conceptualized in terms of sight. Within 
Western culture, vision is linked metaphorically with both knowledge and pow-
er. The eye has served throughout history as a symbol of both secular and reli-
gious authority. The Judeo-Christian God is described as all-seeing, and 
worldly leaders as exercising “oversight” or “supervision.” Cartesian philoso-
phy of mind posits that objects and ideas exist “in the field of mental vision,” 
where truth is “illuminated” by the “‘light of Reason.’”36 In the language of 
everyday conversation, someone who understands is one who “sees”; someone 
who doesn’t get it is “blind.” Claims of privacy invasion are claims about un-
wanted subjection to the knowledge or power of others. Within this metaphoric 
framework, it makes sense for such claims to be conceptualized in terms of see-
ing and being seen and for that process to operate relatively unselfconsciously. 

 Yet that way of understanding privacy carries significant intellectual 
and political costs. If it makes sense to conceptualize privacy problems in terms 
of visibility, it also makes sense to conclude that problems that cannot be so 
conceptualized are not privacy problems. As Solove observes, if privacy inva-
sion consists in being visible to Big Brother, then identifying privacy problems 
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becomes analytically more difficult when there is no single Big Brother at 
which to point.37 And if visibility is linked to truth, it makes sense that privacy 
claimants often lose in the courts and before Congress. But knowledge, power, 
and sight are not the same. If “privacy” really is meant to denote an effective 
barrier to knowledge or to the exercise of power by others, equating privacy 
invasion with visibility assumes what ought to be carefully considered. 

 Privacy theory lacks a good account of either the official privacy dis-
course of visibility or the unofficial privacy discourse of spaces, zones, and 
spheres, and it needs both if it is to accomplish the task it has set for itself. The 
way that we talk about privacy shapes our understanding of what it is—and 
what it is not. Without careful consideration of the work that visual and spatial 
metaphors do in privacy discourse, it is impossible to have a rigorous discus-
sion about why privacy matters and what kind(s) of privacy the law ought to 
protect. More concretely, a theory of privacy for the networked information 
society must address privacy problems in a way that corresponds to the experi-
ences and expectations of real people. Perhaps we should understand the persis-
tent recurrence of privacy concerns around bodies and spaces as telling us 
something important about the nature of privacy and privacy invasion as expe-
rienced. As we saw in Chapter 2, rich and vibrant literatures across a wide 
range of disciplines suggest that the relation between self and society is not, and 
never has been, a purely informational one, but rather is materially and spatially 
mediated. Privacy law and theory need to recognize the importance of bodies 
and spaces before the account of privacy interests can be complete. 

 

Challenges for Privacy Theory 
 Finding a viable way forward for privacy theory and policy will require 
an approach that is temperamentally postliberal and methodologically eclectic. 
Liberal ideals of selfhood may furnish important aspirational guideposts for that 
inquiry, but access to the full range of contemporary thinking on the social and 
cultural aspects of the human condition is essential. Conceptualizing the subject 
of privacy requires a theory of socially situated subjectivity—a theory of the 
subject that is less unitary than liberalism’s account of the separate self, but 
more robust than a mere subject position. In addition, it requires a set of disci-
plinary resources that interrogate the value of information-processing practices 
and that situate ongoing processes of self-formation in the concrete cultural and 
material contexts inhabited by real, embodied people. Chapter 6 considers what 
such a theory of privacy might contain. 
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 As we saw in Chapter 5, a viable understanding of privacy for the net-
worked information society must consider the complexities of the self-society 
relation and must confront the assumptions that underlie the information-
processing imperative—the culturally-determined urge to collect more and 
more information. At the same time, it must avoid conceiving of either subjec-
tivity or privacy in purely informational terms; both subjectivity and privacy 
have important spatial and material dimensions. Building on those insights, this 
chapter develops an alternative account of privacy interests and harms that is 
based on the emergent, relational development of subjectivity within social 
spaces that are increasingly networked. 

 As in Chapter 4, I begin by developing a decentered model of subjec-
tivity organized around three sets of considerations: the evolution of experi-
enced “selfhood” from the situated subject’s perspective, the collective dimen-
sion of subjectivity, and the play that overlapping social and cultural networks 
afford. Next, I consider the ways in which the emergence of networked space 
and the development of surveillance practices within that space affect the proc-
esses of evolving subjectivity. In particular, I draw attention to some informa-
tional, spatial, and normative dynamics of the networked information society 
that U.S. privacy jurisprudence and theory have tended to overlook. Finally, I 
offer a working definition of “privacy” as room for socially situated processes 
and practices of boundary management. 

 

A Decentered Model of Subjectivity 
 A comprehensive and robust formulation of the interests that privacy 
protects requires an account of subjectivity that does not avoid the interactions 
between self and culture but instead embraces them. Important recent work in 
privacy theory asserts the importance of context in structuring privacy expecta-
tions and interests.1 Yet that mode of recognizing context also marginalizes it. 
Context is not simply the background against which separate, autonomous sub-
jects’ expectations about privacy emerge; rather, subjectivity is intrinsically 
marginal, a phenomenon that emerges at the interface between individual and 
culture. The real danger for privacy theory is not that it might lose the individ-
ual irretrievably within the social, but that it might fail to appreciate the ways in 
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which evolving subjectivity subsists in a continual intermingling of external 
and internal factors. 

Situated Subjects 
 Models of experienced selfhood within U.S. privacy theory typically 
have emphasized purposive, often solitary activities. Within that scholarly tra-
dition, one way to explore experienced selfhood from the individual perspective 
might be to list the activities that U.S. constitutional jurisprudence identifies as 
central to self-development: expression, secluded contemplation, and voluntary 
association. Without question, those activities are vitally important to the sense 
of self. Beginning with them, however, returns us to the vision of the autono-
mous, solitary, disembodied individual that has animated the mainstream of 
U.S. privacy theory and that has proved to be a theoretical dead end. 

 If we return, instead, to the framework developed in Chapters 2 and 4, a 
very different baseline emerges, rooted in the everyday world that situated, em-
bodied individuals and communities inhabit and in the patterns of everyday 
practice. As in the case of creative practice, the everyday practice of selfhood is 
constrained and channeled by the fact of situatedness within one’s own culture. 
The contingencies and path-dependencies that shape the content and material 
forms of cultural knowledge also shape the content and material manifestations 
of evolving subjectivity. Like creative processes, the processes of individuation 
that mark the development of experienced selfhood are processes of working 
through culture; they cannot work in any other way. In examining evolving, 
socially situated subjectivity, however, we must pay even greater attention to 
interpersonal behaviors and relationships. 

 From a baseline of situated, embodied practice, each component of the 
constitutional model of self-development is incomplete. Equally important is 
what each leaves out: the culturally specific learning that informs expression; 
the embodied, socially embedded behaviors that together with contemplation 
produce identity; and the affiliations that precede and inform voluntary associa-
tional decisions. So read, the constitutionally privileged forms of purposive 
self-development function as markers for larger categories, each of which de-
notes a different mode of interaction between self and culture. These categories 
are not mutually exclusive; rather, they represent different dimensions along 
which the processes of evolving subjectivity can be described. 

 The first category consists of activities involving the intake, processing, 
and outflow of cultural goods. Although constitutional jurisprudence treats self-
expression as the leading indicator of individuality in this category, the forma-
tion of opinions and expressions requires a preexisting cultural substrate. To 
account for that substrate, we need to include in the culture category all the var-
ious interactions with artistic and intellectual goods described in Chapter 4—
consumption, communication, self-development, and cultural play—as well as 
interactions with the artifacts and practices that make up society more gener-
ally. Just as artistic and intellectual creativity develops within a web of preex-
isting semantic entailments, so subjectivity is infused with the ways of knowing 
embodied in the texts, artifacts, and practices of the culture(s) into which an 
individual is born. A child born in Boston will come to believe some very dif-
ferent things than a child born on the same day in Beijing or another born in a 
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mountain village in Pakistan. Culture—informational, material, and social—
structures what we know and how we come to know it. 

 Activities in the second category relate to the development and per-
formance of identity. Privacy theorists tend to advance accounts of a selfhood 
that is solidified through solitary cultivation. Without a doubt, one’s sense of 
self is inextricably intertwined with one’s considered intellectual and moral 
commitments. What I want to emphasize here, however, is the equally founda-
tional importance of performance and performativity. Studies of performance in 
everyday life meld the methodologies of speech act theory, which emphasizes 
the performative force of utterances; cultural anthropology, which describes 
culture as arising through embodied behaviors; and deconstruction, which re-
gards language as encoding multiple texts rather than universal truths.2 Accord-
ing to performance theorists, identity in a social world exists only insofar as it 
is performed to and for others. Opinions, commitments, habits, and dispositions 
solidify over time through the trial and error of performance, just as styles of 
dress do. This is true whether or not anyone else is present to witness particular 
actions and whether the actions are intended to demonstrate conformity or 
difference; all performances of identity, from conduct on the job to behavior at 
a nightclub to written entries in a private diary, imagine a public of some sort.3 

 Importantly, identity development through performance is multivalent, 
constituted through and by performances that are directed at different audiences 
for different purposes. Each of us exploits the inherent ambiguity of language 
to fine-tune the performances that we enact. What Erving Goffman called the 
“presentation of self in everyday life” is a more variable phenomenon than 
Goffman himself appeared to recognize. And for that reason, identity play is 
both more and less serious than contemporary privacy theory generally tends to 
suppose. It is less serious because assumption of a particular identity need not 
entail full-on commitment to that identity to the exclusion of all others, but it is 
more serious precisely because it enables the trying-on of multiple subjectiv-
ities. 

 The third category consists of activities of individuation and affiliation. 
While the constitutional model seems to presume associations created ex nihilo 
by voluntary choice, critical constituents of evolving subjectivity are the net-
works of relationships within which individuals are born and grow to adult-
hood. Some feminist critics of the liberal model of isolated individualism argue 
that we are constituted predominantly by our relationships and only incidentally 
by our (nominally) separate choices. Yet the feminist model of the relational 
self is also incomplete. Research in cognitive theory indicates that an important 
part of early childhood development is the process of differentiating oneself 
from surrounding objects and processes.4 This literature suggests that bounda-
ries and boundedness are as important to the development of subjectivity as 
care and affiliation are. 

 The answer to this seeming contradiction lies in the processes of social 
psychology. Socially, interpersonal boundaries of various sorts function to en-
able differential control over flows of information and affiliation. Alan 
Westin’s pathbreaking discussion of privacy interests, which identified “re-
serve” as a critical aspect of privacy, implicitly recognized as much.5 Ulti-
mately, however, reserve is too one-dimensional and intellectual a notion to be 
useful in characterizing the range of social processes that result from selective 
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withholding and selective disclosure. A richer conceptualization of the differen-
tial control that social processes entail is the social psychologist Irwin Altman’s 
model of privacy as a dialectical process of boundary regulation by embodied 
subjects. Although roughly contemporaneous with Westin’s work, Altman’s 
model—a product of the University of Utah rather than the Ivy League, and of 
the young field of “environmental psychology” rather than the august discipline 
of law—has not received nearly as much attention in legal and policy circles. 

 While Westin presented a relatively static taxonomy of types of inter-
personal separation, Altman crafted a dynamic model designed to encompass 
the range of behavioral processes by which privacy in its various forms is cre-
ated and maintained. Altman characterized privacy as “a central regulatory 
process by which a person (or group) makes himself more or less accessible 
and open to others,” and identified “the concepts of personal space and territo-
rial behavior” as the principal regulatory mechanisms in the process.6 He ob-
served that the concepts of personal space and territorial behavior inform a 
range of privacy-regulating behaviors; together, those behaviors constitute a 
coherent system for personal boundary management that responds dynamically 
to changing circumstances, needs, and desires. 

 Altman’s work showed that privacy-regulating behaviors mediate hu-
man interaction both physically and conceptually; our understandings of self-
hood are shaped by the embodied habits of boundary management that we de-
velop. Importantly, moreover, while the term “privacy” carries with it specific 
cultural baggage, the processes he described have a more universal character. 
Although different cultures have different conventions about personal space 
and territory, people in every culture use personal space and territory to manage 
interpersonal boundaries.7 

 In sum, when experienced selfhood is examined through the lenses of 
culture, identity, and affiliation, it encompasses much more than the effort to 
leave one’s intellectual imprint on the world through the force of disembodied 
will. Experienced selfhood is more accurately described as evolving subjectiv-
ity, formed and re-formed out of productive tensions between intake and out-
flow, performance and reflection, contact and separation. The processes of 
evolving subjectivity are mediated by the space-making mechanisms, both lit-
eral and metaphorical, that enable situated, embodied individuals to create con-
nections and separations between themselves and others. 

Networks of Knowledge, Networks of Performance 
 Emphasizing the culturally situated nature of experienced selfhood re-
minds us that subjectivity has a significant collective dimension. Situated sub-
jects grow to adulthood and develop what they experience as selfhood within 
extended networks of collective knowledge. Consequently, much of what 
passes for subjectivity is more properly understood as a sort of collective sub-
jectivity, or collectivity—the cultural consciousness within which individual 
subjects are located. Put differently, the subjectivity that results from the proc-
esses described above is predominantly intersubjective, informed by existing, 
socially situated conventions, practices, and ways of knowing.8 

 In developed Western societies, and particularly in the United States, 
conceptions of the self derived from liberal political theory play an important 
role in constructing our socially situated notions of both selfhood and privacy. 
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Although liberal theorists resist describing liberalism at the level of culture, 
liberalism is itself a cultural construct. In particular, the understanding of self-
hood as autonomous, fully individuated, and essentially immaterial is a product 
of the collective culture of liberal individualism.9 That culture supplies the 
components of the constitutional model of self-development discussed above. It 
also informs the collective discourse about selfhood more generally by provid-
ing reference points against which the evolution of knowledge, the develop-
ment of identity, and the formation of networks of affiliation are evaluated. 

 The social and material practices that express selfhood also supply situ-
ated users with important information about the nature of both selfhood and 
privacy. Important strands in contemporary social theory examine the ways in 
which culturally and historically situated practices of self-improvement—or 
what Foucault called “technologies of the self”—have emerged and disap-
peared, shaping understandings of what selfhood means and how it is best de-
veloped.10 Practices of self-improvement are diverse, ranging from reading to 
fashion and grooming to diet and exercise. Some of these practices are under-
taken in public and others in private; even private practices of self-
improvement, however, reshape the self for an imagined audience. Shared as-
sumptions about which practices belong where inform collective notions of 
how selfhood is best fulfilled and how privacy is appropriately asserted. 

 Both public and private processes of self-construction are geographi-
cally mediated. In contemporary Western societies, practices of self-
improvement and identity play are situated in particular places. Different 
places, such as the public square, the shopping mall, the fitness club, or the 
place of worship, figure differently in relation to both subjectivity and privacy. 
The confessional affords great scope for privacy, but does so in the service of 
molding subjectivity along a prescribed path; the shopping mall provides little 
privacy but great scope for identity play. Each place also functions as a situs for 
the development of collective identity; we are, after all, a nation of church-
going shoppers. The objects that we purchase (or worship) and the bodies that 
we improve and adorn express and reinforce the collective sense of the well-
appointed self. 

 Finally and importantly, collective culture is neither monolithic nor 
singular. Individuals may claim membership in multiple, often overlapping 
groups and communities, and those memberships inform the sense of selfhood 
at the most basic level. Different groups will have different understandings of 
the appropriate modes of self-improvement and the appropriate boundaries be-
tween self and community, and their practices will embody different norms of 
identity performance and relational obligation. Not all groups will embrace to 
the same extent the assumptions that inform the liberal model. In addition, in-
formation about members will flow differently within a community than out-
side it. These differences introduce fruitful tension into the ongoing collective 
conversations about self and privacy. They make collective understandings of 
the self, and of the types of privacy to which the self is or should be entitled, 
more fluid. 

 Acknowledging the informational and material frameworks that define 
collectivity need not negate the reality of experienced selfhood. Instead, it com-
plements that perspective in a way that is particularly useful for the project of 
theorizing privacy. It reminds us that surveillance technologies and the expecta-



Chapter 6, Configuring the Networked Self, © 2012, Julie E. Cohen 

6 

 

tions (or fears) that they generate are not the only source of privacy norms and 
practices. Privacy norms and practices are complex and dynamic, and we 
should pay careful attention to the social patterns and values they express. Lo-
cating subjectivity as a cultural construct that has ascriptive and normative di-
mensions makes it easier to have a conversation about the kinds of subjectivity 
that we value and about the extent to which privacy and privacy-promoting be-
haviors play a role in producing it. 

The Play of Subjectivity 
 As in the case of creativity, subjectivity is both substantially deter-
mined and incompletely determined by cultural context. A model of subjectiv-
ity therefore must consider not only the ways in which subjectivity is culturally 
determined, but also the ways in which the evolution of subjectivity and collec-
tivity eludes prediction. That question returns us to everyday practice and to 
play. Just as it does in the context of artistic and intellectual culture, play fig-
ures importantly in the production of subjectivity and of collective culture more 
generally. 

 In general, the legal literature on privacy has not considered selfhood as 
a function of play, but rather has preferred to speak more soberly of “experi-
mentation” and its connection to the values of liberal individualism. Thus, for 
example, both theories of constitutive privacy and theories of intellectual pri-
vacy advanced by legal scholars stress the importance of freedom to experiment 
with commitments and affiliations.11 The notion of carefully considered per-
sonal experimentation as opening new possibilities for individual development 
is important, but it only incompletely apprehends the connection between col-
lective culture and the production of self. As we saw in Chapter 2, play does 
not occur only within the realms of artistic and intellectual culture; it pervades 
all human activity. Play with texts, artifacts, personae, and social conventions 
can be serious or frivolous, conformist or perverse, and its consequences extend 
far beyond purposive self-development. Play is both an agent of cultural pro-
duction and the means by which membership in social networks is learned and 
claimed. 

 Here again, moreover, focusing only on deliberate play yields too nar-
row a perspective on the ways that play shapes the development of subjectivity. 
Deliberate play moves within a universe of already-contemplated possibilities. 
Despite their differences, play theorists agree that a distinguishing characteristic 
of play is its dual character; play is open ended but also constrained. Equally 
important for the development of subjectivity are the possibilities that are not 
already contemplated by either the individual players or the rules of the game. 

 As before, we can round out our understanding of the relationship be-
tween subjectivity and play by drawing on the concept of the play-of-
circumstances. From the standpoint of the solitary, autonomous subject, the 
Gadamerian conception of circumstantial play described in Chapter 2 might 
seem wholly external, and even alien, to subjectivity. Certainly, to the extent 
that play moves collective culture in ways that were neither intended nor antici-
pated, subjectivity plays a more modest role in that process than some accounts 
suggest. But circumstantial play coincides with the absence of subjectivity only 
if one understands subjectivity as a fixed point around which play occurs. If one 
understands subjectivity as itself an emergent quality, the idea of circumstantial 
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play coexisting with (rather than negating or subsuming) subjectivity becomes 
more tenable. On this view, an important function of play is the opening of 
spaces or gaps into which evolving subjectivity (and so evolving collectivity) 
might move. Evolving subjectivity, or the everyday practice of self, responds to 
the play-of-circumstances in unanticipated and fundamentally unpredictable 
ways. As it does in the domain of artistic and intellectual culture, the play-of-
circumstances operates as a potent engine of cultural dynamism, mediating both 
evolving subjectivity and evolving collectivity, and channeling them in unex-
pected ways. 

 Linking evolving subjectivity with the play of everyday practice sug-
gests a complex relationship between subjectivity and surveillance. Because the 
play of everyday practice is unpredictable, the processes of evolving subjectiv-
ity are robust in a way not envisioned by the most dystopian models of surveil-
lance. It does not necessarily follow, however, that evolving subjectivity is im-
pervious to constraint. Surveillance alters the playing field; whether and to what 
extent it also alters evolving subjectivity remain to be considered. 

 

Surveillance and Subjectivity in the Networked In-
formation Society 
 The increasingly dense web of interconnections in the networked in-
formation society has three interlinked effects on the processes of evolving sub-
jectivity described above. These effects are, respectively, informational, spatial, 
and normative. First, the information collected from and about people is used to 
constitute individuals and communities as transparent objects of others’ knowl-
edge. Second, surveillance practices reorder the spaces of everyday life in ways 
that channel embodied behavior and foreclose unexpected behavior. The result-
ing norm of exposure alters the capacity of places to function as contexts within 
which subjectivity is developed and identity performed. Third, norms of trans-
parency and exposure are deployed to legitimate and reward practices of self-
exposure and peer exposure. These practices are the morality plays of contem-
porary networked life; they operate as both spectacle and discipline. 

 This section draws on the emerging field of surveillance studies to ex-
plore the informational, spatial, and normative effects of pervasive surveillance. 
Scholars in that field have brought a variety of allied disciplines—including 
sociology, urban geography, communication theory, and cultural studies—to 
bear on the institutions and subjects of surveillance. Their work enables a richer 
understanding of how surveillance functions, and a correspondingly richer un-
derstanding of what privacy interests in the networked information society 
might include. 

Transparency 
 As we saw in Chapter 5, developing a viable conceptual framework for 
privacy interests requires more than a decentered model of subjectivity; it also 
requires rethinking the information-processing imperative, which drives the 
collection of ever greater amounts of personal information and which conceives 
of such information as disclosing ever more precise truth. Exploring “informa-
tion privacy” issues through the theoretical and empirical lenses supplied by 
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surveillance studies reveals the ways that information collection and processing 
operate as socially situated practices of truth construction, which in turn medi-
ate evolving subjectivity. The privacy interest in information processing en-
compasses not only the individualized information that surveillance collects but 
also the informational frameworks that it imposes. 

 Much work in surveillance studies builds upon Foucault’s landmark 
study of the prison and its role in the emergence of modern techniques of social 
discipline. U.S. privacy theorists have drawn on that work primarily for its dis-
cussion of Bentham’s Panopticon; as we saw in Chapter 5, they have under-
stood the Panopticon as reinforcing the conceptualization of privacy in terms 
linked to visibility. They have tended not to notice that Foucault offered the 
Panopticon as a metaphor for a different and more comprehensive sort of disci-
pline, which is concerned more fundamentally with normalization. One of his 
central insights was that in modern societies, social discipline is accomplished 
by statistical methods: “[W]hereas the juridical systems define juridical sub-
jects according to universal norms, the disciplines characterize, classify, spe-
cialize; they distribute along a scale, around a norm, hierarchize individuals in 
relation to one another and, if necessary, disqualify and invalidate.”12 These 
processes do not require a centralized authority to administer them; instead, 
they are most powerful when they are most widely dispersed among the civil 
institutions that regulate everyday life. These observations, which have obvious 
application to a wide variety of statistical and actuarial practices performed in 
both government and private sectors, have served as the foundation for elabora-
tion of the work of modern “surveillance societies.”13 

 Surveillance in the panoptic sense functions both descriptively and 
normatively. It does not simply render personal information accessible—a triv-
ial extension of the privacy-as-visibility metaphor—but rather seeks to render 
individual behaviors and preferences transparent by conforming them to preex-
isting categories. Panoptic surveillance simultaneously illuminates individual 
attributes and constitutes the framework within which those attributes are lo-
cated and rendered intelligible. For this reason, the logics of transparency and 
discrimination are inseparable. Surveillance functions precisely to create dis-
tinctions and hierarchies among surveilled populations.14 Surveillance theorists 
also identify another inequality embedded in the logic of informational trans-
parency. Transparency within surveillance society typically runs only one way; 
there is little public transparency about the algorithms and benchmarks by 
which people living in surveillance societies are categorized and sorted. 

 Within modern surveillance societies, panoptic surveillance functions 
both prospectively and retrospectively. From a prospective standpoint, panoptic 
surveillance enables the formation of statistically based public policy, inform-
ing everything from early childhood education to the delivery of health care to 
the structure of the criminal justice system. But in seeking to mold the future, 
surveillance also shapes the past. In creating fixed records of presence, appear-
ance, and behavior at particular places and times, surveillance constitutes insti-
tutional and social memory. 

 Importantly, however, surveillance in postindustrial, digitally net-
worked societies is more radically decentralized and resilient than Foucault’s 
work suggests. Building on Gilles Deleuze’s and Felix Guattari’s work on sys-
tems of social control, Kevin Haggerty and Richard Ericson describe the pre-
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vailing modality of surveillance as the “surveillant assemblage”: a heterogene-
ous set of public and private processes that are interlinked and seek to harness 
the raw power of information by fixing flows of information cognitively and 
spatially. Surveillant assemblages grow rhizomatically, “across a series of in-
terconnected roots which throw up shoots in different locations,” and for this 
reason they are extraordinarily resistant to localized disruption.15 Of critical 
importance within Haggerty and Ericson’s framework, the surveillant assem-
blage operates upon its subjects not only by the “normalized soul training” of 
Foucauldian theory, but also by seduction. Its flows of information promise a 
cornucopia of benefits and pleasures, including price discounts, enhanced serv-
ices, social status, and entertainment. The surveillance society is not the grim 
dystopia that privacy advocates have assumed—and that privacy skeptics argue 
has failed to materialize. In return for its benefits and pleasures, however, the 
surveillant assemblage demands full enrollment. 

 Some scholars use performance theory to interrogate the effects of net-
worked databases and cameras on the performance of identity. Recall that ac-
cording to performance theorists, “identity” develops through performance and 
varies contextually. From this perspective, the problem with surveillance is that 
it seeks to constitute individuals as fixed texts upon which invariant meanings 
can be imposed. The struggle for privacy is recast as the individual’s effort to 
assert multiplicity and resist “norming.”16 This account emphasizes agency to a 
far greater degree than the Foucauldian and Deleuzian accounts. It too is con-
cerned with normalization and transparency, but it argues that human nature is 
much more impervious to normalization and transparency than those literatures 
suggest, and that the subjects of surveillance are knowing and only partially 
compliant participants in their own seduction. 

 These accounts of the effects of informational transparency differ from 
each other in some respects, but the overlap is substantial. Together, they ad-
dress many of the difficulties with privacy theory identified in Chapter 5. They 
recognize, first, that subjectivity evolves as a function of socially situated prac-
tices, including information-processing practices. They also recognize that the 
truth conveyed by personal information can be simultaneously accurate and 
contingent, constituted in significant part by the logics that inform the enter-
prises of sorting and classification. To an extent, therefore, they might be read 
to support the argument that the principal threats to privacy in the networked 
information society are informational in nature. 

 The account of privacy as consisting in relative informational opacity 
runs into difficulty, however, when we consider the problem of visual surveil-
lance in public places. An informational-transparency framework for conceptu-
alizing privacy harms suggests that purely localized visual surveillance is rela-
tively innocuous. The real danger to privacy comes from databases; visual sur-
veillance creates pressing privacy threats only when it is digital, networked, and 
combined with other sources of information. Yet the theory doesn’t align with 
the practice: surveillance cameras produce effects that are experienced by real 
people as altering levels of experienced privacy. This suggests that the informa-
tional-transparency framework is incomplete. 
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Exposure 
 Linking privacy exclusively to informational transparency tends to 
mask a conceptually distinct privacy harm that is spatial and concerns the na-
ture of the spaces constituted by and for pervasive, continual observation. 
Those spaces are characterized by a condition of exposure. Exposure is not an 
invariant feature of either real or digital geographies, but rather a design princi-
ple that can be deployed to constrain the range of available behaviors and 
norms. Neither privacy law nor privacy theory has recognized an interest in 
limiting exposure uncoupled from the generally acknowledged interest in limit-
ing observation, and in general we lack a vocabulary for conceptualizing and 
evaluating such an interest. I will characterize the spatial dimension of the pri-
vacy interest as an interest in limiting or controlling the conditions of exposure. 
This terminology is intended to move the discussion beyond both visibility and 
transparency to capture the linked effects of architecture and power as experi-
enced by embodied, situated subjects. 

 Consider an individual who is reading a newspaper at a plaza café in 
front of a downtown office building. The building’s owner has installed surveil-
lance cameras that monitor the plaza continuously. Let’s assume the cameras in 
this example are clearly visible, and clearly low-tech and analog. It would be 
reasonable for the individual to assume that they probably are not connected to 
anything other than the building’s own private security system. Most likely, 
tapes are stored for a short period of time and then reused. The consensus view 
in U.S. privacy theory tends to be that there is essentially no legitimate expecta-
tion of privacy under these circumstances and that the surveillance therefore 
should not trouble us. But those surveilled often feel quite differently. Even 
localized, uncoordinated surveillance may be experienced as intrusive in ways 
that have nothing to do with whether data trails are captured. 

 Because information-based analytical frameworks don’t recognize 
these dimensions of the spatial privacy interest, commentators operating within 
those frameworks tend to question whether they are real. Yet that conclusion 
denies the logic of embodied, situated experience. Surveillance infrastructures 
alter the experience of places in ways that do not depend entirely on whether 
anyone is actually watching. Governments know this well; that is part of the 
point of deploying surveillance infrastructures within public spaces. Recall also 
the ways in which spatial metaphors continually recur in discussions of privacy. 
As we saw in Chapter 5, even in contexts that are not thought to involve spatial 
privacy at all, judges and scholars refer to “spheres” and “zones” to describe the 
privacy that the law should attempt to guarantee. The insistent recurrence of 
spatial metaphors in privacy talk suggests that something about the experience 
of privacy, and that of privacy invasion, is fundamentally and irreducibly spa-
tial. It seems sounder to conclude that the information-based frameworks are 
incomplete. Conceptualizing the privacy interest as having an independently 
significant spatial dimension explains aspects of surveillance that neither visi-
bility nor informational transparency can explain. 

 Work in surveillance studies suggests that direct visual surveillance 
affects the experience of space and place in two ways. First, surveillance fosters 
a kind of passivity that is best described as a ceding of power over space. As 
the geographer Hille Koskela puts it, visual surveillance constitutes space as a 
“container” for passive objects.17 She distinguishes the spatial shaping that pro-
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duces “container-space” from the “power-space” constituted by panoptic strate-
gies of normalization, which depend on access to particularized information. 
But the “containerization” of space is itself a panoptic strategy. Panopticism in 
the Foucauldian sense is architectural as well as statistical; it entails the rear-
rangement of space to obviate the need for continual surveillance and to instill 
tractability in those who enter the space. Our newspaper-reading individual 
cannot see whether anyone is watching her, but she can see that the plaza has 
been reconfigured to allow observation secretly and at will, and that there is no 
obvious source of information about the surveillance and no evident method of 
recourse if she wishes to lodge a complaint. The reconfiguration places indi-
viduals under a twofold disability: the targets of surveillance cannot entirely 
avoid the gaze (except by avoiding the place) and also cannot identify the 
watchers. We can say, therefore, that surveillance alters the balance of powers 
and disabilities that obtains in public places. It instills an expectation of being 
surveilled, and contrary to the conventional legal wisdom, this reasonable ex-
pectation and the passivity that it instills are precisely the problem. 

 Performance theory reminds us that individuals surveilled are not only 
passive bodies, and this leads us to the second way in which surveillance affects 
the experience of space and place. Like identities, places are dynamic and rela-
tional; they are constructed over time through everyday practice. Surveillance 
alters important parameters of both processes. Koskela argues that surveillance 
alters a sense of space that she calls “emotional space.” She observes that “[t]o 
be under surveillance is an ambivalent emotional event,” because “[a] surveil-
lance camera . . . can at the same time represent safety and danger.”18 This point 
contrasts usefully with U.S. privacy theorists’ comparatively single-minded 
focus on the “chilling effect”; it reminds us that surveillance changes the affec-
tive dimension of space in ways that that formulation doesn’t address. One may 
feel safer from crime, but also more vulnerable to other unpredictable actions. 

 Marc Augé has argued that the defining feature of contemporary geog-
raphy is the “non-place”: places are historical and relational; non-places exist in 
the present and are characterized by a sense of temporariness, openness, and 
solitariness. Augé does not discuss surveillance, but the distinction between 
places and nonplaces maps well to the affective dimension of space that 
Koskela identifies. Augé’s critics observe that “placeness” is a matter of per-
spective; for example, airports may be places to those who work there, while 
wealthy residential enclaves may be nonplaces to those whose entry incites 
automatic suspicion.19 It may be most accurate to conceptualize “placeness” 
both as a matter of degree and as an attribute that may be experienced differ-
ently by different groups. Along this continuum, surveillance makes places 
more like nonplaces. 

 In short, spaces exposed by surveillance function differently from 
spaces that are not so exposed. With respect to space, surveillance employs a 
twofold dynamic of containerization and affective modulation in order to pur-
sue large-scale behavioral modification. Koskela observes that surveillance 
makes public spaces less predictable for the watched. The relation is reciprocal: 
surveillance also attempts to make those spaces more predictable for the watch-
ers. By altering the balance of powers and disabilities, exposure changes the 
conditions that shape the ongoing construction and performance of identity, 
community, and place. 
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 The effects of exposure and transparency are complementary, and the 
genius of surveillance appears most clearly when one considers them together. 
Transparency alters the parameters of evolving subjectivity by imposing nor-
malizing categories and distinctions; exposure alters the capacity of places to 
function as contexts within which identity is developed and performed. Surveil-
lance directed at transparency seeks to systematize, predict, and channel differ-
ence; surveillance directed at exposure seeks to prevent unsystematized, unpre-
dictable difference from emerging. 

 This understanding of the spatial dimension of privacy is relevant not 
only to physical spaces, but also to the ongoing debate about privacy interests 
in online conduct. Recall that the mismatch between online conduct and fixed 
physical place is one of the principal reasons that privacy theorists have resisted 
spatial formulations of privacy interests and have supported a purely informa-
tion-based understanding of privacy interests. Privacy skeptics, meanwhile, as-
sert that whether or not online forums correspond to physical places, online 
conduct that is visible to others is not private in any meaningful sense. Both 
arguments overlook the extent to which online conduct and online surveillance 
are experienced spatially. 

 Let us now zoom in on our café-sitting individual as she uses her laptop 
computer to explore the Web, view and download content, write pseudonymous 
blog posts, and send e-mail. Privacy rules derived from ownership and expecta-
tion suggest that she can have no legally cognizable expectation of privacy in 
most of those activities. The software is licensed, the communication networks 
are owned by third parties, and it is increasingly common knowledge that on-
line activities are potentially subject to pervasive surveillance by governments 
and commercial interests. Federal statutes carve out limited zones of privacy, 
but as their definitional frameworks are challenged by rapid technological 
change, those statutes more often serve to highlight the absence of a generally 
applicable privacy interest in online activity. 

 Here again, the reasonable-expectation standard begs the question: 
when does surveillance of online activities change expectations in a way that 
we as a society should find objectionable? As the hypothetical suggests, the 
question cannot be answered simply by invoking an expanded conception of the 
privacy of the home. Information-privacy theorists have objected, rightly, that 
this move tethers spatial privacy interests to a fixed physical space and ignores 
the fact that many online activities occur outside the home. A privacy analysis 
for the information age must focus on something other than physical location. 
The question also cannot be answered by reifying communication networks as 
separate “spaces.” As we saw in Chapter 2, online space is not separate from 
real space. Communication networks are layered over and throughout real 
space, producing a social space that in totality is more accurately understood as 
networked space. Actions taken in physical space have important consequences 
online, and vice versa. In ways that real space does not, online space contains 
material traces of intellectual, emotional, and relational movement, but privacy 
law and policy must be crafted for those who live in the real world. 

 A viable theory of privacy for the networked information age must con-
sider the extent to which the “privacy of the home” has served as a sort of cul-
tural shorthand for a broader privacy interest against exposure. The home af-
fords a freedom of movement that is both literal and metaphorical and that has 
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physical, intellectual, and emotional dimensions: we can move from room to 
room, we can speak our minds and read whatever interests us, we can pursue 
intimacy in relationships. The advent of networked space challenges privacy 
theorists to articulate a more general account of the spatial entailments of intel-
lectual, emotional, and relational activities. By analogy to what Altman de-
scribed as the “invisible bubble” that surrounds each embodied individual, we 
might envision a zone of personal space that permits (degrees of) uncon-
strained, unobserved physical and intellectual movement.20 That zone furnishes 
room for a critical, playful subjectivity to develop. This account of spatial pri-
vacy matches the experience of privacy in ways that the purely informational 
conception does not. 

 When the spatial dimension of privacy is understood in this way, it be-
comes easier to see that surveillance of online activities alters the experience of 
space in the same ways that surveillance of real places does. From the stand-
point of Foucauldian theory, surveillance of online activities is a logical exten-
sion of the panoptic gaze, and not only for purposes of imposing transparency 
and normalization. To be most effective, the “containerization” of space must 
extend to intellectual, emotional, and relational processes conducted online. As 
in physical space, the exposure of online activities alters the affective dimen-
sion of online conduct. From the standpoint of Deleuzian theory, surveillance 
of online activities furthers the goals of the surveillant assemblage; it hastens 
the conversion of bodies and behaviors into flows of data. These process in turn 
affect the ongoing construction of self, place, and community within networked 
space more generally. 

Coveillance, Self-Exposure, and the Culture of the Spectacle 
 Other social and technological changes also can alter the balance of 
powers and disabilities that exists in networked space. Imagine now that our 
café-sitting individual engages in some embarrassing and unsavory behavior—
perhaps she throws her used paper cup and napkin into the bushes, or coughs on 
the milk dispenser. Another patron of the café photographs her with his mobile 
phone and posts the photographs on an Internet site dedicated to shaming the 
behavior. This example reminds us that being in public entails a degree of ex-
posure, and that (like informational transparency) sometimes exposure can have 
beneficial consequences. (It also reminds us, again, that online space and real 
space are not separate.) Maybe we don’t want people to litter or spread germs, 
and if the potential for exposure reduces the incidence of those behaviors, so 
much the better.21 Or suppose our café-sitter posts her own location on an Inter-
net site that lets its members log their whereabouts and activities. This example 
reminds us that exposure may be desired and eagerly pursued; in such cases, 
worries about privacy seem entirely off the mark. But the problem of exposure 
in networked space is more complicated than these examples suggest. 

 The sort of conduct in the first example, which the antisurveillance ac-
tivist Steve Mann calls “coveillance,” figures prominently in two different 
claims about diminished expectations of privacy in public. Privacy critics argue 
that when technologies for surveillance are in common use, their availability 
can eliminate expectations of privacy that might previously have existed. Mann 
argues that because coveillance involves observation by equals, it avoids the 
troubling political implications of surveillance.22 But if the café-sitter’s photo-
graph had been posted on a site that collects photographs of “hot chicks,” many 
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women would understand the photographer’s conduct as an act of subordina-
tion. And the argument that coveillance eliminates expectations of privacy vis-
à-vis surveillance is a non sequitur. This is so whether or not one accepts the 
argument that coveillance and surveillance are meaningfully different. If they 
are different, then coveillance doesn’t justify or excuse the exercise of power 
that surveillance represents. If they are the same, then the interest against expo-
sure applies equally to both. 

 In practice, the relation between surveillance and coveillance is more 
mutually constituting than either of these arguments acknowledges. Many em-
ployers now routinely search the Internet for information about prospective 
hires, so what began as “ordinary” coveillance can become the basis for a prob-
abilistic judgment about attributes, abilities, and aptitudes. At other times, pub-
lic authorities seek to harness the distributed power of coveillance for their own 
purposes—for example, by requesting the identification of people photo-
graphed at protest rallies.23 Here what began as surveillance becomes an exer-
cise of distributed moral and political power, but it is power called forth for a 
particular purpose. 

 Self-exposure is the subject of a parallel set of claims about voyeurism 
and agency. Some commentators celebrate the emerging culture of self-
exposure. They assert that in today’s culture of the electronic image, power 
over one’s own image resides not in secrecy or effective data protection, which 
in any case are unattainable, but rather in the endless play of images and digital 
personae. We should revel in our multiplicity, and if we are successful in our 
efforts to be many different selves, the institutions of the surveillant assemblage 
will never be quite sure who is who and what is what. Conveniently in some 
accounts, this simplified, pop-culture politics of the performative also links up 
with the celebration of subaltern identities and affiliations. Performance, we are 
told, is something women and members of racial and sexual minorities are es-
pecially good at; most of us are used to playing different roles for different au-
diences. But this view of the social meaning of performance should give us 
pause. 

 First, interpreting self-exposure either as a blanket waiver of privacy or 
as an exercise in personal empowerment would be far too simple. Surveillance 
and self-exposure bleed into each other in the same ways that surveillance and 
coveillance do. As millions of subscribers to social-networking sites are now 
beginning to learn, the ability to control the terms of self-exposure in net-
worked space is largely illusory: body images intended to assert feminist self-
ownership are remixed as pornography, while revelations intended for particu-
lar social networks are accessed with relative ease by employers, police, and 
other authority figures.24 These examples, and thousands of others like them, 
argue for more careful exploration of the individual and systemic consequences 
of exposure within networked space, however it is caused. 

 Other scholars raise important questions about the origins of the desire 
for exposure. In an increasing number of contexts, the images generated by sur-
veillance have fetish value. As Kirstie Ball puts it, surveillance creates a “po-
litical economy of interiority” organized around “the ‘authenticity’ of the cap-
tured experience.” Within this political economy, self-exposure “may represent 
patriotic or participative values to the individual,” but it also may be a behavior 
called forth by surveillance and implicated in its informational and spatial 
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logics.25 In the electronic age, performances circulate in emergent, twinned 
economies of authenticity and perversity in which the value of the experiences 
offered up for gift, barter, or sale is based on their purported normalcy or touted 
outlandishness. These economies of performance do not resist the surveillant 
assemblage; they feed it. Under those circumstances, the recasting of the per-
formative in the liberal legal language of self-help seems more than a little bit 
unfair. In celebrating voluntary self-exposure, we have not left the individualis-
tic, consent-based structure of liberal privacy theory all that far behind. And 
while one can comfortably theorize that if teenagers, women, minorities, and 
gays choose to expose themselves, that is their business, it is likely that the bur-
den of this newly liberatory self-commodification doesn’t fall equally on eve-
ryone. 

 The relation between surveillance and self-exposure is complex, be-
cause accessibility to others is a critical enabler of interpersonal association and 
social participation. From this perspective, the argument that privacy functions 
principally to enable interpersonal intimacy gets it only half right.26 Intimate 
relationships, community relationships, and more casual relationships all derive 
from the ability to control the presentation of self in different ways and to dif-
fering extents. It is this recognition that underlies the different levels of “pri-
vacy” enabled (at least in theory) by some—though not all—social-networking 
sites.Accessibility to others is also a critical enabler of challenges to entrenched 
perceptions of identity. Self-exposure using networked information technolo-
gies can operate as resistance to narratives imposed by others. Here the perfor-
mative impulse introduces static into the circuits of the surveillant assemblage; 
it seeks to reclaim bodies and reappropriate spaces. 

 Recall, however, that self-exposure derives its relational power partly 
and importantly from its selectivity. Surveillance changes the dynamic of selec-
tivity in unpredictable and often disorienting ways. When words and images 
voluntarily shared in one context reappear unexpectedly in another, the result-
ing sense of unwanted exposure and loss of control can be highly disturbing. To 
similar effect, Altman noted that loss of control over the space-making mecha-
nisms of personal space and territory produced sensations of physical and emo-
tional distress.27 These effects argue for more explicitly normative evaluation of 
the emerging culture of performance and coveillance, and of the legal and ar-
chitectural decisions on which it relies. 

 Thus understood, the problems of coveillance and self-exposure also 
illustrate a more fundamental proposition about the value of openness in the 
information environment: openness is neither neutral nor univalent, but is itself 
the subject of a complex politics. Some kinds of openness serve as antidotes to 
falsehood and corruption; others serve merely to titillate or to deepen en-
trenched inequalities. Still other kinds of openness operate as self-defense; if 
anyone can take your child’s picture with his mobile phone without you being 
any the wiser, why shouldn’t you know where all of the local sex offenders live 
and what they look like? But the resulting “information arms races” may have 
broader consequences than their participants recognize. Some kinds of open-
ness foster thriving, broadly shared education and public debate. Other, equally 
important varieties of openness are contextual; they derive their value precisely 
from the fact that they are limited in scope and duration. Certainly, the kinds of 
value that a society places on openness, both in theory and in practice, reveal 
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much about that society. There are valid questions to be discussed regarding 
what the emerging culture of performance and coveillance reveals about ours. 

 It is exactly this conversation that the liberal credo of “more informa-
tion is better” has disabled us from having. Jodi Dean argues that the credo of 
openness drives a political economy of “communicative capitalism” organized 
around the tension between secrets and publicity. That political economy fig-
ures importantly in the emergence of a media culture that prizes exposure and a 
punditocracy that assigns that culture independent normative value because of 
the greater “openness” it fosters.28 Importantly, this reading of our public dis-
course problematizes both secrecy and openness. It suggests both that there is 
more secrecy than we acknowledge and that certain types of public investiture 
in openness for its own sake create large political deficits. 

 It seems reasonable to posit that the shift to an information-rich, public-
ity-oriented environment would affect the collective understanding of selfhood. 
Many theorists of the networked information society argue that the relationship 
between self and society is undergoing fundamental change. Although there is 
no consensus on the best description of these changes, several themes persis-
tently recur. One is the emergence and increasing primacy of forms of collec-
tive consciousness that are “tribal,” or essentialized and politicized. These 
forms of collective consciousness collide with others that are hivelike, dictated 
by the technical and institutional matrices within which they are embedded. 
Both of these collectivities respond in inchoate, visceral ways to media imagery 
and content.29 

 I do not mean here to endorse any of these theories, but only to make 
the comparatively modest point that in all of them, public discourse in an era of 
abundant information bears little resemblance to the utopian predictions of uni-
versal enlightenment that heralded the dawn of the Internet age. Moreover, con-
siderable evidence supports the hypothesis that more information does not in-
evitably produce a more rational public. As we saw in Chapter 2, information 
flows in networked space follow a “rich get richer” pattern that channels ever-
increasing traffic to already-popular sites. Public opinion markets are multiple 
and often dichotomous, subject to wild swings and abrupt corrections. Quite 
likely, information abundance produces a public that is differently rational—
and differently irrational—than it was under conditions of information scarcity. 
On that account, however, utopia still lies elsewhere. 

 The lesson for privacy theory, and for information policy more gener-
ally, is that scholars and policy makers should avoid investing emerging norms 
of exposure with positive value just because they are “open.” Information 
abundance does not eliminate the need for normative judgments about the insti-
tutional, social, and technical parameters of openness. On the contrary, it inten-
sifies the need for careful thinking, wise policy making, and creative norm en-
trepreneurship around the problems of exposure, self-exposure, and coveil-
lance. In privacy theory, and in other areas of information policy, the syllogism 
“if open, then good” should be interrogated rather than assumed. 

 

 

 



Chapter 6, Configuring the Networked Self, © 2012, Julie E. Cohen 

17 

 

Privacy as Room for Boundary Management 
 Reimagining privacy for the networked information age requires that 
we take account of both the processes of evolving subjectivity and the ways in 
which the emergence of networked space enables practices of surveillance and 
self-exposure to intensify. Subjectivity evolves as individuals and communities 
engage in practices of self-definition that are both culturally embedded and 
open ended. Surveillance presses against those practices and against the play of 
subjectivity, in ways both metaphorical and literal. The interest in privacy, 
which operates at the interface between evolving subjectivity and surveillance, 
should be understood as an interest in preserving room for socially situated 
processes of boundary management to operate. 

 The mainstream public debate about privacy typically portrays privacy 
as a good infinitely amenable to being traded off against other goods. That de-
bate reflects the powerful influence of Westin’s taxonomy of individual prefer-
ences about privacy. According to the taxonomy, the production of which was 
funded in part by businesses that engage in direct marketing, the U.S. popula-
tion consists of three groups of people: the “privacy unconcerned,” “privacy 
pragmatists,” and “privacy fundamentalists.”30 On Westin’s account, the pri-
vacy unconcerned do not care what happens to information about them, while 
privacy fundamentalists will not be satisfied with anything but the most strin-
gent, and therefore unrealistic, level of privacy protection. That leaves privacy 
pragmatists—those willing to make reasonable compromises when the gains 
outweigh the costs—as the group to whom privacy policy should be targeted. 
The taxonomy sounds innocuous, but it does important normative work. To be 
a Westin-style pragmatist is to consent to the continual erosion of privacy in the 
name of convenience. To want more privacy than the “pragmatists” want is to 
be a “fundamentalist,” a term tarred with myriad negative connotations. 

 The exploration undertaken in this chapter allows us to formulate a re-
vised conception of what privacy is about and what purposes it serves. As in the 
case of copyright, the law of privacy must balance a type of fixity against a type 
of mobility, and the nature of that balance is widely misunderstood. Privacy law 
does not exist to protect fixed, exogenously constituted selves from the effects 
of technological and social dynamism; it exists to shelter dynamic, emergent 
subjectivity from informational and spatial constraint. Both sides of the balance 
are valuable. Subjectivity requires some stability and predictability; similarly, 
the development of relationships and communities requires the ability to know 
and remember certain facts about one another and to coexist in defined spaces. 
But a society that wishes to remain democratic, vibrant, and innovative cannot 
hope to do so based solely on practices and architectures directed toward trans-
parency and exposure. 

 Choices about privacy are choices about the scope for self-articulation. 
They are, therefore, choices about room to pursue the (unattainable, yet vitally 
important) liberal ideals of autonomy and critical independence. By this, I do 
not intend either to romanticize privacy or to readmit the liberal conception of 
privacy for fixed, autonomous selves through the back door. I mean only to 
make a narrower claim about the importance of some of liberalism’s cultural 
and political aspirations. In a society committed at least to the desirability of the 
liberal ideal of self-determination, pervasive transparency and exposure are 
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troubling because they constrain the range of motion for the development of 
subjectivity through both criticism and performance, and these conditions do 
not automatically cease to be troubling when the subjects of surveillance have 
indicated their willing surrender. Such a society values neither the docile bodies 
of Foucauldian theory, the assimilated denizens of Deleuzian systems of social 
control, nor the fragmentary, infinitely protean selves posited by performance 
theorists. 

 It follows that choices about privacy are constitutive not simply of civil 
society, as some privacy theorists would have it, but of a particular type of civil 
society that prizes particular types of activities and particular types of subjects. 
In this respect, privacy functions as a sort of social Rorschach test, and not sim-
ply because norms about acceptable levels of privacy vary from culture to cul-
ture. Privacy exemplifies a culture’s normative, collective commitments regard-
ing the scope of movement, both literal and metaphorical, accorded to its mem-
bers. 

 The privacy that emerges as most important for fulfilling these com-
mitments is best described as an interest in breathing room to engage in socially 
situated processes of boundary management. Privacy is not only about refusing 
access, visibility, or interference with particular decisions. It is also and more 
generally about preventing the seamless imposition of patterns predetermined 
by others. The privacy embedded in social practices of boundary management 
by situated subjects preserves room for the development of a critical, playful 
subjectivity that is always-already intersubjective—informed by the values of 
families, confidants, communities, and cultures. In a world with effective boun-
dary management, however, there is play in the joints, and that is better than the 
alternative. And on this understanding, privacy implicates not only individual 
interests, but also collective interests in human flourishing and in the ongoing 
development of a vibrant culture. Privacy’s goal, simply put, is to ensure that 
the development of subjectivity and the development of communal values do 
not proceed in lockstep. 

 This understanding of the relationship between subjectivity and bound-
ary management dovetails well with Foucault’s later statements positioning 
subjectivity as a sort of critical-ethics-in-operation.31 To the extent that the sub-
ject exists outside the framework of social shaping, it exists precisely in the 
possibility of change through the problematization of existing subjectivities and 
collectivities. That possibility always exists in the interstices of the informa-
tional and material architectures of social discipline, but it exists more fully to 
the extent that the interstices are larger and the linkages less complete. 

 Some intriguing new strands in the scholarly literature on privacy lend 
additional support to a definition of privacy as room for boundary management 
in the service of always-emergent subjectivity. Jonathan Kahn’s provocative 
reading of the Georgia Supreme Court’s decision in Pavesich v. New England 
Life (1905) against Plessy v. Ferguson, decided by the U.S. Supreme Court nine 
years earlier, shows that for the turn-of-the-century legal thinkers who devel-
oped the quintessentially American understanding of privacy as a right to be let 
alone, privacy and slavery were conceptual opposites. To similar effect, schol-
ars in surveillance studies have documented the use of surveillance systems to 
control underprivileged populations. A conception of privacy as the opposite of 
subordination also underlies David Matheson’s argument that privacy invasion 



Chapter 6, Configuring the Networked Self, © 2012, Julie E. Cohen 

19 

 

is a “wrongful relational interference” with one’s person, liberty, or property, a 
species of informational assault on the self.32 

 Implicit in all these scholarly treatments of privacy, moreover, is a rec-
ognition that processes of boundary management operate along dimensions that 
are spatial and material as well as informational. Slavery operates by control of 
bodies and spaces. Modern social welfare systems operate via similar princi-
ples, albeit for rather different purposes. The systems are alike in their casual 
abrogation of the physical, spatial, and emotional boundary principles that 
ought to prevail in the state’s interaction with its citizens. In Matheson’s treat-
ment, the idea of a wrongful relational interference suggests the absence of 
breathing space, in both the informational and the spatial sense, that depriva-
tions of privacy can produce. 

 It is worth noting that the understanding of privacy as a set of bound-
ary-management practices is intimately related to the cluster of values that I 
have argued should inform our understanding of copyright law. The play of 
culture and the play of subjectivity are inextricably intertwined; each feeds into 
the other. Creativity and cultural play foster the ongoing development of sub-
jectivity. Educators in particular have long recognized that engagement with the 
arts promotes both cognitive development and transformative learning. Evolv-
ing subjectivity, meanwhile, fuels the ongoing production of artistic and intel-
lectual culture, and the interactions among multiple, competing self-
conceptions create cultural dynamism. 

 But the enabling relation between privacy and creativity is even more 
fundamental. Privacy is an indispensable enabler of processes of creative en-
gagement. Creative workers self-report that the ability to create boundaries and 
separations is an essential one at all stages of the process.33 Freedom of intellec-
tual exploration similarly presupposes and requires the ability to exact a degree 
of intellectual privacy from one’s surroundings. My intent here is not to rein-
troduce the model of solitary romantic authorship that Chapter 4 took pains to 
discredit; rather, my claim is the comparatively modest one that boundaries 
matter in creative practice as they do elsewhere, and perhaps more so. Creativ-
ity thrives on a mixture of connection and disconnection; for both creative indi-
viduals and creative collaborations, bringing creative practice to fruition re-
quires breathing space. 

 To restate privacy’s role in terms of ongoing processes of boundary 
management is to confront, once again, the insuperable difficulties of express-
ing privacy interests in the abstract language of rights theories. But this should 
not trouble scholars nearly as much as it has done. Rights theories help us ar-
ticulate important aspirations that privacy serves, including the Millian liberty 
to develop one’s convictions without fear of social tyranny. Those aspirations 
do not become irrelevant simply because the background assumptions of liberal 
political theory fail to hold. At the same time, rights theories fail privacy advo-
cates and privacy policy in at least two ways. First, the abstract language of 
rights without contexts establishes an implicit baseline that is manifestly inac-
curate. As we have seen, there are good reasons that privacy is so resistant to 
the abstractions that dominate most rights theories; it cannot be separated from 
the contexts and places that give it meaning. Second, “privacy” is itself an ab-
straction, and a potentially dangerous one. The protections necessary to safe-
guard processes of boundary management within the systematic, rhizomatic 
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architectures of the surveillance society need to be conceptualized systemically 
and concretely if they are to be effective. 

 Economics and behavioral approaches to privacy, meanwhile, risk mis-
taking satisficing behavior for normative judgments about the socially appro-
priate extent of transparency and exposure. Those approaches are therefore ex-
traordinarily useful for predicting the directions that surveillant assemblages 
will take, but at the same time extraordinarily useless in countering them. 
Measuring the costs and benefits of privacy within a framework that takes satis-
ficing behavior as the baseline tends to elide the systemic externalities that the 
loss of privacy imposes. Economic insights are valuable, but only to the extent 
that they might inform a hybrid methodological stance. The challenge for a law 
and politics of privacy is to ensure that collective practices of surveillance and 
information processing cohere with other collective aspirations for self-
development. 

 Finally, the conflation of human flourishing with open access to infor-
mation in all its forms is far too simple and needs to be carefully reconsidered. 
In some contexts, human flourishing demands reduced openness; in particular, 
human flourishing requires a reversal of the dynamic of one-way transparency, 
a rethinking of the principle of exposure, and a critical, revisionist stance to-
ward the normative underpinnings of the culture of exposure. Human flourish-
ing requires both boundedness and some ability to manage boundedness. Re-
spect for privacy does not require absolute secrecy for personal matters. Rather, 
it entails something easier to imagine but more difficult to achieve: more open-
ness about some things and less openness about others. 
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7 
“Piracy,” “Security,” and Architectures of Control 

 

 

 

 The changes produced by the ongoing expansion of copyright and the 
broadening and deepening of surveillance are not just legal changes. The per-
ceived imperatives of piracy and security are catalyzing major realignments in 
the structure of the networked information society. In an effort to control flows 
of unauthorized information, the major copyright industries have pursued a 
range of strategies designed to distribute copyright enforcement functions 
across a wide range of actors and to embed those functions within communica-
tion networks, protocols, and devices. Meanwhile, in an effort to provide secu-
rity against a variety of perceived threats, ranging from terrorism to fraud to 
identity theft, governments and private actors have moved to extend surveil-
lance and authentication capabilities across an equally wide range of actors and 
instrumentalities. In aggregate, these realignments seek to produce architectures 
of control: configurations that define in a highly granular fashion ranges of 
permitted conduct. 

 Legal scholars have analyzed the emergence of digital architectures of 
control primarily through the prism supplied by Lawrence Lessig in Code and 
Other Laws of Cyberspace. Lessig sought to draw attention to the ways in 
which code shapes behavior across a variety of domains; to underscore the 
point, he asserted that code “is” law. Importantly, however, Lessig did not cha-
racterize code as the only or most important regulator of online behavior, but 
rather described it as one of four regulatory “modalities”—law, code, norms, 
and the market—that can work singly or in combination. In a diagram that 
forms the theoretical backbone of Code, he depicted the four modalities as 
Newtonian “forces” acting to shift individual behavior this way or that.1 Most 
legal scholars who write about the networked information society have adopted 
this taxonomy and overall approach, and have focused on elaborating the inter-
actions of the vectors that Lessig specified. 

 Scholarly responses to emerging architectures of control fall into three 
general categories. Scholarship in the first category takes seriously Lessig’s 
metaphoric equation of code with law, and attempts to assess emerging digital 
architectures of control using the standards that would be applied to proposed 
legal regulation, particularly laws affecting freedom of expression. Scholarship 
in the second category rejects the metaphoric equation of code with law be-
cause of code’s origin in private behavior. These scholars analyze code as an 
exercise of economic liberty; code is not law, they argue, but rather the market 
in action. Scholarship in the third category argues that code is different enough 
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from law that we should consider it unique. On this view, regulation by code 
raises new possibilities, challenges, and dangers. 

 Each of these approaches has produced important insights, but each 
also suffers from the same general defect identified in Chapters 3 and 5: con-
strained by the commitments of liberal political theory, legal scholars frame 
code’s origins and effects in simplistic and unrealistic ways. To the extent that 
it offers the vectors of law, code, market, and norms as ontologically distinct 
tools capable of deployment by disinterested, autonomous regulators, the Code 
framework lends itself to precisely this sort of oversimplification. The architec-
tures of control now emerging within information networks are embedded 
within broader changes in patterns of social ordering in the emerging informa-
tion society. Code’s four regulatory modalities are resources available to be 
harnessed, sometimes singly but more often in combination, in the service of 
particular agendas advanced by socially embedded actors.2 Moreover, those 
actors deploy additional resources that the Code framework does not encom-
pass. 

 

The Emergence of Architectures of Control 
 We do not live—yet—in an information society thoroughly pervaded 
by architectures of control. Architectures of control are emerging gradually, in a 
piecemeal, uncoordinated fashion, at points where the interests of powerful in-
stitutional actors align. Nor are architectures of control the result of any grand, 
sinister master plan; this will not be a conspiracy story. Where such architec-
tures are emerging, they reflect an inclination that is far more deeply rooted and 
mundane: the desire to use information and information technologies to manage 
risk and structure risk taking. 

Prologue: “Computer Fraud and Abuse” 
 The story of the emergence of architectures of control begins in the 
1980s, with the first efforts to develop laws regulating access to computers and 
computerized information. For centuries, information about people and about 
corporate and government operations was maintained on paper and processed 
by hand. The 1970s and 1980s saw the rise of large computer systems capable 
of maintaining, sorting, and processing large repositories of information, con-
trolling industrial machinery, and directing the operation of communication 
networks. This “control revolution” created new challenges for law- and policy 
makers unaccustomed to thinking about information and information process-
ing as subjects of regulation beyond the limited framework provided by intel-
lectual property laws.3 

 To an extent, existing law supplied templates for allocating rights in the 
information stored on computer systems. By analogy to existing common-law 
privacy protections, some types of information about identified individuals 
might be the subject of a cognizable privacy interest. Many important pieces of 
privacy legislation, including the federal Privacy Act, date from this period. 
Alternatively, some (though not all) data or algorithms stored on a computer 
might be protected as trade secrets. 
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 In many cases, however, whether or not a trade-secrecy claim or a pri-
vacy claim might be made, there was a problem that existing laws did not ad-
dress: the threat of unauthorized access that might compromise the security of 
the system. By the 1980s, Congress concluded that the time had come for legis-
lation addressing unauthorized access. The Computer Fraud and Abuse Act of 
1984 (CFAA) set forth a variety of prohibitions targeting unauthorized access 
to computer systems designated as “protected.” Initially, the CFAA’s most 
stringent protections applied to computers used by the federal government or by 
financial institutions. Subsequent amendments prohibited unauthorized access 
to other computers where such access was undertaken knowingly and with in-
tent to defraud or was undertaken intentionally and resulted in the destruction 
or alteration of information. In 1994, Congress expanded the CFAA’s scope 
substantially, criminalizing a variety of additional actions with respect to non-
government computers, including unauthorized access that results only in the 
use of computer time (above a minimum dollar value) and the knowing trans-
mission of viruses and other programs that cause damage.4 

 The CFAA’s core criminal prohibitions—those targeting malicious or 
knowing damage to computer systems and networks—have enabled the federal 
prosecution and conviction of individuals who deliberately compromise the 
technical security of information systems or who use their insider status to vio-
late rules of confidentiality. But the post-1994 CFAA also criminalizes a much 
broader range of conduct on a much thinner showing of intent. In addition, 
courts have defined the evidence of harm needed to satisfy the statute’s $5,000 
minimum in a way that enables nearly any violation to be charged as a felony.5 

 In addition, the CFAA’s civil provisions have been invoked in cases 
involving a variety of Web-based activities that the drafters did not contemplate 
at all. Typically, defendants in such cases have gained access to information 
that is publicly available on the Internet in ways that the site proprietor dis-
likes—by using “deep linking” to extract information rather than proceeding 
through the “front page,” or by using automated tools to crawl a site repeatedly 
in search of up-to-the-minute pricing information. Often, the site proprietor has 
posted notices, in English or in computer code, indicating that it prohibits the 
conduct in question. In such cases, the CFAA is deployed as a species of unfair-
competition regulation, defining the limits of appropriate behavior with respect 
to publicly available data according to the data provider’s dictates. 

 Within less than a decade, however, it became apparent that the CFAA 
had almost nothing to say about many other situations involving online con-
duct, and nothing at all to say about the appropriate uses of networked informa-
tion technologies as tools for regulation of individual behavior. Those situations 
have engendered different and far more complicated sets of regulatory re-
sponses. 

Pervasively Distributed Copyright Enforcement 
 In an effort to prevent online copyright infringement, the major copy-
right industries have developed and aggressively pursued a portfolio of strate-
gies designed to enforce control of copyrighted content at multiple points in the 
network. This regulatory regime relies on a range of tools, including technolo-
gies that restrict the range of permitted information use, contractual regimes for 
authorizing “compliant” implementations of those technologies, legal prohibi-
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tions against interfering with the resulting technical-contractual regimes, other 
legal rules broadly distributing responsibility for policing communication net-
works, and publicly inculcated norms of appropriate user behavior. I classify 
these strategies into six groups according to the behaviors that each group pri-
marily targets. 

 The earliest strategies for protection of digital content revolved around 
“surface level” implementation of automated restrictions on digital content.6 
Surface-level restrictions—variously known as copy-protection technologies, 
technical protection measures (TPMs), and digital rights management 
(DRM)—operate at the level of individual media files and restrict the actions 
that users may take with the files. They are developed and implemented at the 
application level and in freestanding consumer electronics equipment, via li-
censing processes coordinated by copyright interests and their designated tech-
nology partners. Within these technical-contractual regimes, the relevant tech-
nical standards are held as trade secrets. Licensees recruited into the regimes 
must agree to preserve secrecy, and their implementations of the standards must 
satisfy associated criteria of robustness. 

 Surface-level protection strategies have produced some notable fail-
ures, but also some notable successes. The most highly publicized and widely 
criticized efforts to implement surface-level technological restrictions occurred 
within the recording industry. Users, accustomed to unrestricted recording and 
copying, resented the experiments. New copy-protection systems for recorded 
music were hacked almost as rapidly as they appeared, and industry efforts to 
develop a universal, more robust standard for the technical protection of digital 
audio files failed. A more successful example of surface-level technological 
restriction is the encryption system built into DVD players and incorporated in 
all prerecorded DVDs. Technical rules blocking copying are enforced by other 
technical rules that prohibit play on any noncompliant media player. The sys-
tem was developed by a consortium of the major studios and is currently ad-
ministered and enforced by a private membership association, the DVD Copy 
Control Association (DVD-CCA), that licenses the technology. This regime’s 
success is not due to its technical efficacy in any absolute sense. The copy-
protection algorithm, known as the Content Scramble System (CSS), has been 
broken, and the decryption algorithm, known as DeCSS, is widely available on 
the Internet if one knows where to look. Most people don’t do this, though, and 
this appears to be a function of two related factors: the technology’s universal-
ity and its perceived normalcy. Because the deliberately designed limitations 
have been in place from the moment that DVD players were first marketed to 
consumers, the operation of the regime administered by the DVD-CCA is effec-
tively invisible; to most end users, it is “just the way things are.”7 

 A second, more durable set of strategies for pervasively distributed 
copyright enforcement has targeted third-party technology companies whose 
products and services are perceived to facilitate particularly high levels of in-
fringement. In broad brush, this campaign has two complementary goals. First, 
it seeks to keep protected content protected. In the United States, the primary 
vehicle for accomplishing that goal is the Digital Millennium Copyright Act 
(DMCA), which penalizes circumvention of technological measures that effec-
tively control access to copyrighted works and bans the manufacture and distri-
bution of technologies that might enable copyrighted content to be stripped free 
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of its protective wrapping.8 Second, the campaign targeting third-party technol-
ogy companies seeks to minimize the availability of tools for reproducing, dis-
tributing, and manipulating unprotected content. Equipment and services that 
give users that freedom—including digital video recorders, digital music play-
ers, and CD and DVD burners—work at cross-purposes with the effort to shift 
the market toward protected content. In an effort to assert control over these 
segments of the technological marketplace, copyright proprietors have invoked 
a set of doctrines within copyright law that create secondary liability for facili-
tating copyright infringement. For many years, the doctrinal structure govern-
ing secondary copyright liability effectively shielded providers of multipurpose 
technologies, but the entertainment industries have deployed a carefully de-
signed litigation strategy to erode the certainty that the law formerly provided.9 

 Legal prohibitions do not physically or electronically prevent the 
spread of unprotected content or circumvention tools, and for that reason some 
consider them ineffective. For example, the DMCA did not prevent the devel-
opment and widespread Internet distribution of DeCSS, the unauthorized algo-
rithm that decrypts prerecorded DVDs. For would-be legitimate providers of 
digital media equipment and services, however, the potential costs of violating 
the prohibitions are significant. The content industries have filed a steady pro-
gression of lawsuits against technology companies for facilitating infringement 
or interfering with technological protection measures. Such litigation is widely 
perceived as deterring both innovation by technology developers and invest-
ment by venture capitalists. The potential costs of litigation also have affected 
independent researchers who study the technological systems that the DMCA 
protects; many such researchers report having changed their research programs 
to avoid legal conflict.10 

 The third set of strategies for pervasively distributed copyright en-
forcement seeks to move automated enforcement functions progressively dee-
per into the logical and physical layers of the user’s electronic environment. 
Such “trusted system” efforts are, and are designed to be, far more impervious 
to hacker workarounds. They are also far more inhospitable to unauthorized 
technologies that an independent third party might seek to market. They are, 
however, far more complicated to implement. Successfully operationalizing 
trusted-system functionality across the broad range of personal computing and 
consumer electronic equipment now in use requires the cooperation of major 
sectors of the software, computer, and communication industries. So far, the 
track record of these initiatives is mixed. 

 The most hotly debated aspect of trusted-system strategies for perva-
sively distributed copyright enforcement has concerned the role of government 
in coordinating their implementation. For example, after early efforts to secure 
a private consensus on trusted-system standards derailed, the entertainment in-
dustries requested that government enact new laws mandating the development 
and adoption of content-protection standards. In the United States, an initial 
effort to secure a broad mandate covering all computing and consumer electron-
ics equipment failed when the technology industries refused to support it. In the 
wake of that failure, both content and technology industries advanced narrower 
proposals, including a “broadcast flag” for digital television content, a parallel 
regime for digital audio broadcasts, and a proposal that would mandate the wa-
termarking of broadcast content to prevent broadcasts recorded using analog 
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technologies from being digitized. No proposal has yet become law, but new 
bills are regularly introduced in Congress, and the Federal Communications 
Commission (FCC) has issued a trusted-system rule that covers the set-top 
boxes supplied by cable companies.11 The European Commission also has sig-
naled its desire to encourage the development of trusted-system technologies.12 

 Exclusive focus on the question of technology mandates, however, ig-
nores the extent to which trusted-system initiatives continue to move forward in 
the private sector. Some focus on implementing controls at the operating-
system layer, while others seek to hard-wire trusted-system functionality into 
every kind of equipment that users might employ to access copyrighted content. 
Some are offered by a single firm, such as Intel’s Trusted Execution Technol-
ogy, which provides “a highly versatile set of hardware extensions to Intel® 
processors and chipsets that, with appropriate software, enhance the platform 
security capabilities.”13 Other efforts to develop and implement trusted-system 
controls are more collaborative, such as the Trusted Computing Group (TCG), 
an organization that focuses on personal-computing platforms; the Digital Me-
dia Project, which seeks to develop standards for moving protected content 
across different consumer platforms; and the Copy Protection Technical Work-
ing Group, a broad-based industry effort to coordinate the development of stan-
dards for digital broadcasting. The most recent generation of trusted-system 
initiatives incorporate cloud-based storage of digital media content. An exam-
ple is Sony’s Digital Entertainment Content Ecosystem, a set of protocols for 
delivering stored content to users via authenticated devices and platforms. 

 The fourth set of strategies for pervasively distributed copyright en-
forcement targets third-party providers of network services, such as Internet 
service providers (ISPs) and search engines, that play a vital role in the distribu-
tion of online communications, including both protected and unprotected con-
tent. ISPs serve as gatekeepers for most online conduct by users, while search 
engines, social-networking platforms, and other sites that host user-generated 
content play an analogous gatekeeping role in the processes of online search 
and retrieval. In 1998, as part of the DMCA, the U.S. copyright industries won 
passage of legislation establishing a “notice and takedown” procedure under 
which online service providers may maintain immunity from monetary liability 
by promptly removing material called to their attention by copyright owners.14 
The content industries have made aggressive use of the notice-and-takedown 
procedure, using automated detection tools to comb the network for unpro-
tected content and generate large numbers of takedown notices. Both the legal 
merit and the accuracy of the notices are hotly disputed; one recent study found 
that more than 30 percent of notices presented questionable claims of infringe-
ment and many more were technically flawed.15 Generally, however, online 
service providers comply with takedown notices in order to avoid litigation; 
this shifts the burden to users to show lawful use before the material can be re-
stored. 

 The DMCA’s notice-and-takedown provisions do not apply to service 
providers based outside the United States, nor do they apply to entities that 
merely serve as passive conduits for Internet traffic routed from non-U.S. loca-
tions. Nonetheless, the statute contains a separate, little-discussed provision 
authorizing injunctive relief against a service provider to block access to a spe-
cific location outside the United States. In at least one case, the entertainment 
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industries have successfully invoked this provision to encourage “conduit” ser-
vice providers to close national borders to allegedly infringing traffic. In 2002, 
the recording industry sued to require providers of Internet backbone service to 
block access to Listen4Ever, a China-based Web site offering copyrighted mu-
sic files for download. The Listen4Ever site “disappeared” shortly thereafter, 
and the industry dismissed the suit.16 

 The DMCA also does not require automatic filtering, but the copyright 
industries have leaned heavily on Internet intermediaries to adopt protocols de-
signed to screen out infringing content. They have pressured popular content 
aggregators like YouTube and MySpace to implement automated filtering pro-
tocols for “user-generated content,” and have pressured ISPs to identify and 
block traffic over popular peer-to-peer (P2P) networks. The actions of users at a 
nonprofit educational institution may not be attributed to the institution unless it 
is on notice of a pattern of infringing conduct, but the copyright industries have 
stepped up efforts to provide such notice and have provided universities with 
automated tools for processing takedown notices and disabling student access 
to P2P networks. In 2008, copyright interests secured passage of legislation 
conditioning the availability of federal financial aid on an institution’s devel-
opment of “plans to effectively combat the unauthorized distribution of copy-
righted material, including through the use of a variety of technology-based 
deterrents.”17 All these efforts have borne fruit; although neither for-profit enti-
ties nor universities have filtered as aggressively as the content industries might 
wish, some amount of automated filtering is fast becoming the norm. 

 More recently, the copyright industries have begun pressuring ISPs to 
adopt so-called three-strikes programs for terminating users’ Internet access. In 
France, entertainment interests won enactment of legislation that authorizes 
judges to issue termination-of-service orders. Parallel efforts on the European 
Union level, however, have not succeeded.18 In the United States, the Record-
ing Industry Association of America (RIAA) has focused principally on seeking 
private agreements with ISPs. In 2008, it announced a formal program to pur-
sue the consensual implementation of three-strikes policies. The details of that 
program and any ensuing agreements are still unknown.19 

 The fifth set of strategies for pervasively distributed copyright en-
forcement consists of efforts directed at changing end-user behavior. Between 
2003 and 2008, the RIAA and the Motion Picture Association of America 
(MPAA) filed thousands of so-called John Doe lawsuits against anonymous file 
traders. This procedural tactic enabled them to request the issuance of subpoe-
nas to the ISPs whose services were used to access the Internet. The subpoenas 
requested identification of the subscribers to whom particular Internet Protocol 
addresses were assigned at the specified times. The RIAA established a  settle-
ment service center to process claims against identified users, offering them a 
choice between a confidential, relatively small monetary settlement and public 
financial ruin. Most defendants quickly settled, but the RIAA eventually con-
cluded that the campaign’s costs, including harm to consumer goodwill, out-
weighed its benefits. In 2008, it announced that it would suspend its end-user 
litigation campaign to focus on ISP-level initiatives.20 Motion picture copyright 
owners have continued to sue individual users.21 

 The sixth and final set of strategies for pervasively distributed copy-
right enforcement operates entirely on the rhetorical level and seeks to mold 
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public awareness of copyright issues. Entertainment industry representatives 
have deployed a variety of rhetorical tropes designed to position online copy-
right infringement, and particularly P2P file sharing, as morally objectionable 
and socially insidious. In a blizzard of press releases and media interviews, and 
in more formal settings ranging from conference addresses to congressional 
testimony, they have equated online copyright infringement with theft, piracy, 
communism, plague, pandemic, and terrorism. In an effort both to boost de-
mand for trusted-system functionality and to shore up support for government-
imposed technology mandates, they have also linked P2P file sharing with the 
spread of pornography and with increased risk of exposure to viruses and spy-
ware.22 Meanwhile, they have created and distributed (free of charge) curricu-
lum materials for grades K–12 to introduce students to copyright rules.23 

 Pervasively distributed copyright enforcement is a work in progress; its 
constituent strategies are evolving and hotly contested. It is worth careful study, 
nonetheless, both in itself and for what it may come to represent. In aggregate, 
it works systematically to shift the locus of control over intellectual consump-
tion and communication away from individuals and independent technology 
vendors and toward purveyors of copyrighted entertainment goods. This shift 
has consequences for information policy that are as large as any dictated by 
copyright law’s system of entitlements and exceptions. More broadly, perva-
sively distributed copyright enforcement also suggests a template for architec-
tural and legal realignment to serve other imperatives. In fact, such a shift is 
also underway, catalyzed by perceived threats to national and commercial secu-
rity. 

(In)Security Everywhere 
 Although the strategies of pervasively distributed copyright enforce-
ment are diverse, they have a common purpose. This section, in contrast, con-
siders regulatory strategies directed toward a heterogeneous group of issues that 
are perceived as falling under the general heading of “security.” These strate-
gies involve a larger group of actors, and some can appear to work at cross-
purposes with others. When they are considered as a group, however, common 
themes emerge. Architectures designed to promote security are driven by a 
shared logic. According to that logic, security is promoted by pervasively em-
bedding technologies and protocols for identification and authentication; by 
cross-linking those capabilities with pervasive, large-scale information collec-
tion and processing; and by promoting related (though arguably inconsistent) 
norms of ready disclosure and unceasing vigilance. 

 The first set of strategies concerns the monitoring of movement in 
physical space. State sovereigns have always taken an interest in traffic across 
their borders, but the development of networked information technologies has 
enabled them to exercise that interest much more systematically. For decades, 
border officials have cross-referenced international travelers’ identification 
documents against database records of known or suspected criminal activity. 
Most recently, those records also include biometric information, collected from 
all travelers to the United States under the auspices of the United States Visitor 
and Immigrant Status Indicator Technology (US-VISIT) program. A similar 
program is used in Japan, and several other countries are moving toward im-
plementation of biometric screening programs.24 
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 Within the last decade, and in the United States more particularly after 
the terrorist attacks of September 11, 2001, government entities have extended 
their interest in mobility to encompass movement within public spaces. Annual 
reports on privacy and human rights prepared by the Electronic Privacy Infor-
mation Center and Privacy International document the use of video surveillance 
systems in countries around the world.25 In major U.S. cities and at government 
buildings and mass transit hubs, surveillance cameras maintained by federal, 
state, and local authorities are increasingly an ordinary feature of the landscape. 
In addition, the U.S. Department of Homeland Security funds the installation of 
surveillance cameras along national borders and in many rural communities that 
have requested them.26 

 The extension of video surveillance throughout public spaces intersects 
with a trend toward the privatization of gathering places. Many spaces that ap-
pear public—ranging from courtyards in downtown business districts to subur-
ban shopping malls—are in fact privately owned. To an increasing extent, those 
spaces are subject to video surveillance by their owners. Although the fact of 
surveillance is often disclosed, private surveillance networks generally are not 
subject to due process or disclosure requirements. Private does not equal secret, 
however. Video records held by private operators are subject to production via 
the legal process and to compulsion by government investigators. More gener-
ally, the combined reach of private and public cameras creates many areas in 
which visual surveillance becomes difficult to avoid.27 

 A second set of strategies seeks to extend and routinize surveillance of 
networked digital communications. Governments have long been able to moni-
tor telephone conversations, but the basic architecture of the Internet made e-
mail much more difficult to intercept. That has changed. Sophisticated tools 
now exist for inspecting data packets in transit, for monitoring wireless trans-
missions, and for locating wireless users. Other legal changes enlist network 
intermediaries in communications monitoring. The Communications Assistance 
to Law Enforcement Act of 1994 (CALEA) required telecommunications carri-
ers to implement surveillance capabilities that could be activated “expedi-
tiously” following receipt of a properly authorized request from law enforce-
ment. By FCC ruling, CALEA’s requirements were subsequently extended to 
wireless carriers, broadband pager-service providers, and voice-over-Internet 
providers.28 The Foreign Intelligence Surveillance Act (FISA) grants the gov-
ernment surveillance authority beyond that conferred by CALEA, and proceed-
ings under FISA are conducted in secret. As is now well known, in the years 
following the September 11 attacks, the government conducted additional, ex-
tensive warrantless wiretapping without resort to FISA.29 Last but hardly least, 
numerous sources suggest that agencies within the federal government, includ-
ing the National Security Agency and the Central Intelligence Agency, engage 
in large-scale pattern analysis of telephone, e-mail, and World Wide Web traf-
fic.30 

 Yet the push toward surveillance of networked communications is not 
entirely government directed. ISPs have shown increased interest in examining 
their own traffic for a variety of reasons—pressure from content owners seek-
ing to enforce copyrights, desire to monetize and prioritize their own proprie-
tary services, and heightened sensitivity to bandwidth usage. A steady stream of 
incidents suggests that ISPs are actively experimenting with various network 
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surveillance techniques.31 For many years, the telecommunications industry 
successfully exerted its lobbying and litigation power to block the issuance of 
“net neutrality” regulation that would prevent Internet access providers from 
implementing methods of discriminating among different types of network traf-
fic; as of this writing, it is pressing Congress to prevent a partial neutrality 
mandate issued by the FCC from taking effect.32 

 The third set of strategies relates to the processing of information about 
individuals and groups. Within the United States, both federal and state gov-
ernments now routinely use data mining and profiling technologies to identify 
suspected threats. Heightened public awareness of racial and ethnic profiling 
has put pressure on law enforcement to explain and justify the ways that it as-
sesses potential threats to safety. For the most part, the official response to 
complaints about profiling’s discriminatory effects has been a push toward 
“better” profiling with more precise information. Data-mining initiatives gain 
added momentum as they become linked to strategies in the first two groups; it 
is logical to think that surveillance of movement across borders, within public 
spaces, and across communication networks enhances security more effectively 
when it is supplemented by good information about risks. Some government 
data-mining efforts, such as those used to identify potential threats to airline 
safety, have engendered widespread public opposition. Others, such as a series 
of recent initiatives to enhance networking and data sharing among state law 
enforcement agencies by establishing so-called fusion centers, have drawn less 
attention.33 

 Although government data-mining activities are extensive, they are 
dwarfed in both scale and scope by data-processing activities occurring in the 
private sector. Because U.S. data-privacy law is relatively permissive, the Unit-
ed States has become the center of a large and growing market for personal 
information, encompassing all kinds of data about individual attributes, activi-
ties, and preferences. Trade in some information, such as financial and health 
information, is subject to legal restrictions, but most other types of information 
flow freely among participants ranging from large financial institutions to 
search engines to divorce attorneys and private detectives. Flows of data are 
facilitated by corporate data brokers like ChoicePoint, Experian, and Axciom. 
To help companies (and governments) make the most of the information they 
purchase, an industry devoted to data mining and “behavioral advertising” has 
arisen; firms in this industry compete with one another to develop more profit-
able methods of sorting and classifying individual consumers. In Europe, where 
data-protection laws are stricter, there is less private-sector trade in personal 
information, but also more government freedom to collect and store data about 
citizens. 

 Government and private-sector record-keeping and data-mining activi-
ties are increasingly intertwined. In the United States, a number of federal 
agencies have awarded multimillion-dollar contracts to corporate data brokers 
to supply them with personal information about both citizens and foreign na-
tionals.34 In addition, the government routinely uses subpoenas to acquire par-
ticularized information about named individuals from private-sector entities. 
Personal voice and e-mail communications are subject to statutory protections 
against routine disclosure, but governments in the United States and Europe 



Chapter 7, Configuring the Networked Self, © 2012, Julie E. Cohen 

11 

 

have imposed data-retention mandates on telecommunications providers so that 
communication information is preserved for later, particularized acquisition.35 

 The fourth set of strategies seeks to distribute protocols for real-time 
identification and authentication of individuals across a wide range of devices, 
and to make their use both widespread and routine. This strategy gains added 
momentum as it becomes linked with strategies in the first three groups; infor-
mation about real or perceived risks generated through data mining or through 
the monitoring of movement and communications is most useful when it can be 
linked to its subjects in real time. Here again, the lion’s share of public attention 
has been devoted to federal initiatives to impose uniform identification and au-
thentication protocols. The track record of such efforts is mixed. In the United 
States, efforts to move toward a universal identification framework seem, for 
now, to be failing. Despite repeated extensions of the federal deadline to comp-
ly with so-called Real ID requirements (mandated by the Real ID Act of 2005), 
few states have taken meaningful steps to comply.36 More narrowly targeted 
identification requirements have enjoyed greater success. Since 2006, all newly 
issued U.S. passports include RFID chips that can be scanned by border offi-
cials to authenticate the passport and view information about the holder’s 
identity. Worldwide, many countries have universal identification systems, and 
use government identity numbers for a variety of purposes ranging from tax 
administration to the provision of welfare benefits. 

 As before, the focus on government identification initiatives has caused 
many to overlook the considerable advances of private-sector technologies for 
authenticating identities and matching them to locations and activities. Global-
positioning-system technologies in cars and networked personal devices enable 
users to locate themselves, but also enable them to be located. Highway toll 
transponders and transit-system smart cards create records of individual move-
ment. Biometric identifiers are used in many corporate facilities, and have be-
come a popular feature in laptop computers and data-storage devices. PIN 
codes are ubiquitous and create persistent records of individual transactions. 
The widespread use of information-based authentication and the resulting 
heightened risk of identity theft create pressures for even more identification 
and authentication. With respect to information exchanged across digital net-
works, the demand for authentication-based security against viruses, spyware, 
and spam has become a powerful force driving the development of trusted-
system functionality. Many innovations in the trusted-system domain are di-
rected principally toward threats from malware and only secondarily toward 
copyright enforcement. For example, the newest version of the Internet Proto-
col, IPv6, includes a so-called stateless mode that facilitates persistent identifi-
cation of Internet users, and was designed to enable secure transactions.37 

 Although strategies for real-time identification and authentication dove-
tail with the push toward expanded surveillance of border traffic, public spaces, 
and traffic across communication networks, many private-sector authentication 
tools have been positioned in the marketplace as serving goals and desires be-
yond security. In an increasing number of contexts ranging from online shop-
ping sites to intercity highways to airport-security screening lines, “preferred 
customer” authentication has become a commodity that can be purchased. Data 
from such authentications feeds back into the data-mining economy, enabling 
detailed analysis of preferred customers’ desires. Technical developments in 
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trusted-system functionality, such as Microsoft’s new program of server-level 
authentication for popular software applications, are positioned as vehicles for 
portability in an age of mobile networked devices.38 By making authentication a 
condition of access to resources stored on the network, such programs can gen-
erate detailed profiles of information use. 

 The fifth set of strategies is directed at the ordinary people who are the 
subjects of enhanced security measures. While user-directed strategies in the 
copyright context simply seek to deter unauthorized file sharing, those in the 
security context are far more complex, reflecting the fact that every person is 
simultaneously the target of, a necessary participant in, and a potential con-
sumer of enhanced security measures. Some user-directed strategies are 
straightforwardly hortatory, directed toward recruiting individual citizens to 
join the corps of watchers seeking to prevent acts of terrorism. Although efforts 
to fund a formal program aimed at enlisting the general public as the govern-
ment’s eyes and ears have failed, other, more informal initiatives remain in ef-
fect. Metro transit authorities in New York City and Washington, D.C., exhort 
their riders, “If you see something, say something.” An eclectic assortment of 
state and local law enforcement initiatives has enlisted members of the public in 
surveillance efforts that range from trolling Internet chat rooms for child preda-
tors to monitoring illegal border crossings.39 

 Other user-directed strategies seek to inculcate appropriate beliefs 
about personal information management. The emerging regimes of pervasively 
distributed security and authentication depend on the ready availability of large 
quantities of personal information. It is important, therefore, that individuals 
continue to provide those regimes with the information that they require. Nur-
turing the optimal blend of vigilance and compliance requires educating mem-
bers of the public to understand their own disclosures as essential to the pur-
chase of both security and convenience. Thus, for example, one can protect 
one’s credit rating by laboriously gathering reports from each credit agency and 
navigating the complex processes the agencies make available to resolve dis-
crepancies, or one can subscribe to a third-party monitoring service simply by 
giving that service carte blanche access to information about one’s credit his-
tory. The inevitable and often spectacular failures of systems put in place to 
ensure commercial security tend to be understood as demonstrating the need for 
still more disclosure so that more tightly controlled authentication can succeed. 

 As in the copyright context, the sixth and final set of strategies involves 
the use of rhetoric to shape public opinion on issues related to terrorism, iden-
tity theft, and other security threats. Rhetoric about terrorism also invokes 
threats to the health of the body politic; if copyright infringement is a pan-
demic, global terrorism is a “cancer” or “virus” that demands comprehensive, 
drastic immunotherapy.40 The color-coded threat-alert system promulgated by 
the Homeland Security Department, modeled on air-quality alert systems that 
have become commonplace in most major U.S. cities, works to foster continual 
background awareness of looming, deadly dangers.41 Notably, comparable 
metaphors are largely absent from the official discourse about data protection 
and identity theft, which proceed chiefly in the language of consumer protec-
tion and risk management. Panic about the security of personal information 
would work at cross-purposes with norms of disclosure that feed the operation 
of security-related technologies and protocols. Private-sector and nonprofit 
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data-security advocates, however, sometimes use the “epidemic” metaphor as a 
way of emphasizing the magnitude of these problems. 

 Like pervasively distributed copyright enforcement, pervasively dis-
tributed security protocols are a work in progress. What is notable, though, is 
the extent to which different kinds of protocols emerging in different market 
and government sectors tend to overlap and reinforce one another, creating a 
broadly distributed web of authentication points for authorizing transactions 
and communications and deep reservoirs of information about the behaviors of 
individuals and groups. As the protocols and associated business models and 
legal regimes continue to evolve, coming into increased alignment with one 
another, the gaps in that web become progressively smaller. 

 

Technology as/and Regulation: Is Code the An-
swer? 
 Within legal scholarship, theoretical frameworks for understanding the 
emergence of architectures of control all begin with Lessig’s Code, which has 
organized legal thinking about the regulatory impact of networked information 
technologies for the past decade. Code was and remains a visionary state-
ment—an effort to name a potent force that legal theory had failed to recognize. 
Drawing together and systematizing a set of insights that had gradually been 
emerging within the legal literature, Lessig sought to emphasize both the im-
portance of materiality—of the architecture of the built world—and the regula-
tory complexity that results from taking materiality into account. At the same 
time, however, the regulatory framework outlined in Code remains situated 
squarely within the conceptual landscape of liberal political theory. In Lessig’s 
diagram of regulatory modalities, the subject of regulation is the liberal subject: 
a solitary, undifferentiated dot who interacts with regulatory forces that stand 
out in sharp relief against an empty background.42 That framing usefully drew 
legal scholars’ attention to the regulatory significance of digital architectures, 
but it has hindered efforts to describe and theorize the relationship between 
code and governance. 

 Within the framework that Code established, the two dominant strands 
within liberal legal theory seem to offer two principal choices for evaluating the 
regulatory effects of emerging digital architectures. If code is “like” law, then 
liberal rights theories suggest that its legitimacy should be assessed by interro-
gating its effects on the various liberties that traditionally have concerned legal 
scholars and policy makers. Alternatively, if code is more fundamentally the 
product of private innovation—a creature of the market and of market-driven 
standards processes—then perhaps its legitimacy should be assessed in the 
same ways the law typically evaluates other market processes. Within the tradi-
tion of liberal legal theory, and particularly within economic theory, that ap-
proach requires a default posture of deference to market processes and a suspi-
cious stance toward government intervention. 

 Under either approach, however, the precise nature of the relationship 
between code and human freedom has proved elusive, in large part because of 
the way that liberty is understood within liberal theory. The prevailing concep-
tion of liberty as the absence of constraint is not particularly useful for describ-
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ing the ways in which different digital architectures affect the experiences of 
network users. The foundational assumptions underlying arguments from mar-
ket liberty, meanwhile, do not describe the conditions that actually exist in 
markets for the technologies that constitute architectures of control. 

 A few scholars argue that code is not like either law or markets. Their 
work usefully draws our attention to the ways that code differs from regulatory 
tools more familiar to legal scholars. At the same time, however, scholars who 
analyze code as unique give insufficient attention to code’s socially embedded 
nature—to the institutions and actors seeking implementation of architectures 
of control and to the mechanisms by which those architectures gain market 
share and popular legitimacy. As a result, they oversimplify the sort of govern-
ance that code represents. 

Code, Law, and Liberty 
 If code is like law, then within the framework of liberal rights theory, 
the most important questions to be asked about it concern its effects on pro-
tected liberties. Civil libertarian analyses of code have a variety of starting 
points; some scholars focus on property rights, while others are more concerned 
with code’s effects on expression and other personal liberties. Lessig himself 
takes the latter approach, posing repeated questions about how code affects the 
freedoms traditionally guaranteed by the Bill of Rights. In general, however, 
the conceptions of liberty and constraint on which these analyses rely are too 
binary and abstract to be helpful in assessing what architectures of control actu-
ally do. Meanwhile, the metaphors used to discuss architectures of control sug-
gest that those architectures structure experienced space in ways that the lib-
erty/constraint binary does not capture. 

 Liberal theorists who stress the sanctity of property rights argue that 
architectures of control simply reinforce prerogatives of ownership.43 On this 
account, circumventing a copy-protection device is no different from breaking 
into a locked house, and owners of digital property may legitimately impose 
terms that involve collection, retention, use, and sale of personal information as 
conditions of licensed access. Within a property-rights framework, moreover, 
personal information floating unclaimed in the public domain is there for the 
taking. Other property scholars argue that these arguments reserve to the prop-
erty owner a despotic dominion that is absent in the real world. In the real 
world, property rights are complicated, interdependent creatures, hedged about 
with exceptions and conventions. To take one small example, we knock on one 
another’s front doors all the time without invoking or even thinking of legal 
rules about trespass.44 So too, they argue, with technological self-help; invoking 
property interests does not inevitably lead to the conclusion that a property 
owner can do anything it pleases to protect those interests. But theorists who 
advance a more moderate conception of digital property rights struggle to locate 
within the boundaries of property theory principles that can explain exactly 
when such behavior becomes objectionable. 

 Scholars who focus on expressive liberty argue that emerging architec-
tures of control stifle individual freedom of expression. This is so, they claim, 
because architectures of control artificially restrict uses of digital content and 
foreclose the possibility of anonymous self-expression.45 Freedom of expres-
sion also has become the conceptual fulcrum of a litigation campaign challeng-
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ing the DMCA’s prohibition on devices for circumventing technical protection 
measures applied to copyrighted works. Neither scholars nor litigators, though, 
can easily explain what types of architectural constraint would be legitimate 
within a freedom-of-expression framework. The argument from property rights 
cuts the other way, moreover. In the real world, private property rights fre-
quently trump speech rights, and copyright owners assert that this rule should 
apply in disputes about digital property as well. 

 As this brief summary suggests, both property and speech arguments 
about digital architectures share some peculiar characteristics, beginning with 
the confident assumption that one or the other discourse can be made to gener-
ate definitive rules for resolving disputes about how much control is too much. 
Neither property theory nor speech theory definitively resolves questions about 
the permissible extent of architectural control. More fundamentally, both prop-
erty-based and speech-based arguments about architectural effects on liberty 
take as their baseline a conception of liberty that is foundational to liberal po-
litical theory, but that maps poorly to the reality of the networked information 
environment: the conception of liberty as consisting in the absence of con-
straint, exercised by the autonomous self that remains after social shaping is 
stripped away. To say that code constrains that sort of liberty is not, in the end, 
to say very much at all. Physical architectures and human-designed artifacts 
constrain that sort of liberty, too. Autonomy-based conceptions of liberty there-
fore cannot help us determine what makes particular architectural configura-
tions desirable or undesirable. 

 Some scholars, whom I will call the “code libertarians,” attempt to 
avoid the problem of liberty and constraint altogether. They agree that the de-
centralized, loosely coordinated strategies that I have described evidence intent 
to restrict freedom of expression, but argue that individual liberty will prove 
impervious to architectural control. The crux of this argument is the gap be-
tween regulatory ambition and technical feasibility. Surely, argue these schol-
ars, it is going a bit far to say that these developments strip people of whatever 
agency they possess. If we are to take individual freedom seriously, we also 
must take seriously the individual capacity to resist control that seems unjust. 
Working from that premise, the code libertarians reason that if new architec-
tural obstacles to resistance and appropriation appear, people will find ways 
around them. If the new order is this bad, people will refuse to accept it, and if 
it is foisted upon them, they will sabotage it.46 

 In the literal sense, the code-libertarian argument about the effect of 
digital architectures on individual liberty is quite right. Technically sophisti-
cated observers agree that a certain amount of uncontrolled copying of unpro-
tected content will always evade the content industries’ reach. That argument 
traces its roots to an important paper advancing what has become known as the 
“darknet hypothesis,” which posits that “any widely distributed object will be 
available to some fraction of users in a form that permits copying.”47 While it 
may be a mistake to assume that copy protection on all works will be broken, 
the darknet hypothesis suggests at minimum that some copy protection will 
be.48 For similar reasons, technically sophisticated commentators also tend to 
believe that efforts to impose perfect surveillance are doomed to failure. Well 
versed in techniques for withholding personal information, they argue that such 
techniques are available to anyone who wants them and will become widely 
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used if people come to perceive demands for personal information as oppres-
sive or risky. And the same assumptions that underlie the darknet hypothesis 
suggest that at least some security protocols will be broken. 

 Rather than avoiding the problem of liberty and constraint, however, 
the code-libertarian argument merely relocates that problem within a familiar 
set of implicit claims about what liberty is. Superficially, the claim that liberty 
inheres in the capacity for hacking and other forms of self-help sits within a 
long tradition of civil disobedience to unjust laws (and it has been framed that 
way, albeit unsuccessfully, in litigation over the scope of the DMCA’s anticir-
cumvention provisions). Yet it is potentially far more absolute, premised on a 
right to defy not only unjust architectures, but any code-based restrictions at all. 

 Ultimately, focusing on the incompatibility of technical constraints 
with absolute conceptions of liberty obscures more important questions about 
what is at stake in the legal and technical realignments that I have described. It 
does not follow that because architectures of control cannot eliminate residual 
liberty, they will have no effect on the everyday lives of network users. Explor-
ing those effects, however, requires tools that legal theorists are unaccustomed 
to using. If we pay attention to some other terms that tend to crop up in debates 
about digital architectures, they suggest avenues of inquiry that have little to do 
with abstract liberty or freedom of expression. 

 First, consider the speed with which the darknet hypothesis has cap-
tured the imaginations of academics and policy makers. We saw in Chapter 5 
that the debate about how far privacy rights extend in the networked informa-
tion society is structured in important and largely unacknowledged ways by 
visual and spatial metaphors. The debate about the darknet hypothesis reveals a 
similar process at work in the domain of network architecture. Public discourse 
about the threats of digital piracy, terrorism, and cybercrime positions uncon-
trolled spaces and networks as sources of chaos and danger. In the darknet hy-
pothesis, that danger is expressed metaphorically as the negation of visibility. 
Reasserting control over these spaces entails making visible what occurs within 
them—enabling those in authority to “see” activities formerly shrouded in 
darkness. Although no single metaphor comparable in power to the darknet hy-
pothesis has emerged in public debate about security and surveillance, members 
of the data-processing industries sometimes describe their activities in terms of 
a need to minimize “black space” around individuals and groups. 

 Meanwhile, despite the negative connotations with which they are bur-
dened, metaphors like “darknet” and “black space” suggest something impor-
tant about the relationship between the architecture of information networks 
and the structural conditions of human flourishing. Like the concepts of 
“breathing room” and “breathing space” that we encountered in Chapters 3 and 
5, the metaphors suggest that ordinary people experience freedom spatially, as 
affording a type of shelter that is important to their own well-being. The possi-
bility of obtaining shelter through hacking and tinkering does not undercut, but 
instead reinforces, this point, which concerns the baseline held out to the ordi-
nary network user as the alternative to lawlessness. Users who have the techni-
cal capability to do so may retreat to darknets or take refuge in black spaces not 
because they are up to no good but rather because architectures of control allow 
no other refuge. A society divided between controlled nets and darknets, how-
ever, is not the same as one in which a broader variety of authorized spaces are 
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subject to less rigid control. Likewise, a society in which the struggle to retain 
black space around one’s everyday activities is cause for suspicion is different 
from one in which it is not. 

 Finally, consider participants’ own descriptions of the conduct at issue 
in legal disputes about architectures of control. In the copyright context, many 
defendants characterize their conduct neither as trespass nor as speech, but ra-
ther as “tinkering”—taking something apart to see how it works or to make it 
work better.49 In other contexts, tinkering may enable network users to alter 
their presentation of identity in some way, enabling them to use information 
resources without generating data trails. Advocates for expressive freedom have 
tried to reframe tinkering as itself expressive, or at least innovative (and there-
fore deserving greater deference by intellectual property laws). But that refram-
ing is both awkward and unhelpful; when all speech is conduct and all conduct 
speech, the attribute of expressiveness ceases to be useful in informing thinking 
about the structure of information rights. Taken at face value, the term “tinker-
ing” is a reference to the material environment, not the information environ-
ment. It describes the exercise of tactical, situated creativity with respect to the 
artifacts encountered in everyday life. 

 The terms “darknet,” “black space,” and “tinkering” all suggest power-
fully that legal explorations of the ways that architectures of control affect hu-
man freedom should be proceeding down very different paths. In particular, 
they suggest that legal scholars should pay more careful attention to literatures 
that explore how artifacts and architectures shape the experiences of their users 
and how material culture and social ordering are intertwined. 

Code and Markets 
 Perhaps, though, legal theorists who take seriously Lessig’s equation of 
code and law have simply been pursuing the wrong analogy. Since code is pro-
duced, for the most part, via market-driven processes, then maybe regulation by 
code is most appropriately understood as a variant of regulation by the market. 
Some legal scholars argue that in a decentralized market economy, whatever 
modes of social ordering emerge from the market will be modes that are chosen 
by market participants, including both information vendors and information 
consumers.50 Arguably, it is a mistake to regard orderings imposed in this fash-
ion as anything other than voluntary, and if they are voluntary, it is a waste of 
time to worry about whether they are coercive of individual users in a more ab-
stract, theoretical sense. The problem with this argument, which I will call the 
“market libertarian” argument, is that markets for the technologies that make up 
architectures of control persistently violate its most fundamental assumptions 
about how market processes work. The dynamics of marketplace acceptance 
and rejection are much more complicated than the market-libertarian model 
would have us believe. They are intimately bound up with the actions of gov-
ernment acting as both regulator and customer, as well as with decisions made 
by large technology companies pursuing a variety of self-interested goals. The 
choices available in the resulting markets are not inconsistent with, and may 
enable, the imposition of highly restrictive regimes that many market partici-
pants experience as onerous. 

 The market-libertarian argument about code-based regulation is often 
expressed in the language of economic efficiency, but ultimately it relies on 
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liberal political theory’s foundational presumption of separation between state 
and market. Within the structure of liberal thought, the presumption of state-
market separation operates in ways that are simultaneously normative and de-
scriptive. Risks to liberty and social welfare are thought to arise principally 
from state interference with or entanglement in market processes. This means 
that code-based regulation is problematic when government attempts to impose 
technology mandates or when market actors capture regulatory processes and 
bend those processes to their own ends. This normative theory of state-market 
separation requires a descriptive model within which state-market separation is 
the norm and state-market entanglement the aberration. That is, however, a very 
poor model of the way that networked information technologies actually de-
velop. State and private interests are deeply and inevitably intertwined, and ar-
chitectures of control are emerging at the points of convergence. The complex-
ity and path-dependence of that process makes it extremely difficult for markets 
to police. 

 In the context of copyright, both information providers and govern-
ments have powerful (though slightly different) motives for the pervasive ex-
tension of control. Information providers seek, first and foremost, to enforce 
what they perceive as their entitlements. Governments are in general sympa-
thetic to the asserted need to protect private property, both for idealistic reasons 
related to notions of the social contract and the rule of law and for less idealistic 
reasons related to legislative and regulatory capture and the promotion of trade-
related agendas. Thus, one might logically expect to see extensive state backing 
of private intellectual-property enforcement efforts undertaken by powerful 
domestic industries, and in fact this has been the case. Governments also seek 
to protect online commerce, including all the varieties of “legitimate” com-
merce in or enabled by the ready availability of personal information. 

 More fundamentally, however, state sovereigns confronting perceived 
security imperatives are not indifferent to the possibility of inserting control 
and surveillance functions into communication networks, nor to the existence 
of large databases of information about individual transactions and preferences. 
In the realm of online communication, architectural controls designed for one 
purpose can easily be adapted to others. Embedded controls that identify and 
locate information users, purchasers of goods and services, and transit and 
communication customers also lend themselves well to the reproduction of ter-
ritorial sovereignty. Comprehensive databases linked to surveillance and au-
thentication tools can empower sovereigns to combat a wide range of other 
evils—terrorism, or pornography, or hate speech, or dissent. 

 Devolution of surveillance capability into private hands enables greater 
control than government could achieve directly. Generally speaking, in democ-
ratic societies, government surveillance initiatives incur far more searching 
public scrutiny and meet with far more resistance than analogous private efforts 
deployed to enforce private bargains. Many profiling projects undertaken by the 
government have quickly become mired in controversy. Except among a small 
group of technological and legal cognoscenti, private-sector trusted-system ini-
tiatives and authentication technologies for increasing security in e-commerce 
have generated comparatively few ripples of alarm. Here the ideology of the 
marketplace itself reinforces the ongoing realignment of digital architectures. 
Just as privatization legitimates self-enforcing control and surveillance, so pri-
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vatized control and surveillance reinforce the perception that the ordering im-
posed is freely chosen by arms-length contracting parties. To the extent that 
such capabilities remain primarily a matter of industry initiative, information 
providers enjoy much greater freedom to define the scope of their entitlements 
and the reach of their business models. The emerging network of private en-
forcement and surveillance capabilities serves both private and state interests 
far better than more extensive official involvement might. It is unsurprising, 
then, that proposed bills to enhance copyright enforcement, guarantee security 
in e-commerce, and confer expanded surveillance powers on law enforcement 
have exhibited persistent overlaps.51 

 Cyberlaw scholarship lacks a compelling theoretical model of this 
process. Michael Birnhack and Niva Elkin-Koren come closest, characterizing 
the evolving relationship between public and private sectors as an “invisible 
handshake.”52 Yet even that account slips now and then into the practiced rheto-
ric of market freedom and state coercion. Critical to the emerging dynamic is 
that each participant in the development of digital architectures of control sees 
in the other’s goals a window of opportunity. Private actors may be worried 
about the customer-relations ramifications of conducting surveillance for the 
state or about the imposition of costly and inflexible technological mandates; at 
the same time, however, they have repeatedly proved themselves willing to risk 
some goodwill and sacrifice some technical autonomy in return for greater 
freedom to pursue other goals. 

 The market-libertarian model of economic governance fares no better 
when we consider intramarket dynamics. The model posits that (assuming a 
competitive marketplace) if consumers do not want systems that restrict the use 
of digital media files or that impose onerous authentication requirements in the 
name of “security,” they will reject them. But the actual operation of technol-
ogy markets is very different from what that description suggests, in two criti-
cal ways. First, the ultimate users of information goods are by no means the 
most important consumers of the technologies that make up emerging architec-
tures of control. Second, the idealized model of consumer choice that is a cor-
nerstone of the market-libertarian argument does not account for technological 
and institutional path-dependence. 

 The primary markets for copyright-protection systems are not end-user 
markets but rather the markets of intermediary licensors for those technologies. 
In the copyright context, those markets include both content distributors and 
manufacturers of devices for rendering the content. Pervasively distributed 
copyright enforcement seeks to eliminate unsanctioned technologies and busi-
ness models by recruiting technology companies into the contractual networks 
that implement technological restrictions. The twin threats of indirect infringe-
ment liability and DMCA liability provide strong incentives to join these net-
works. Increasingly, therefore, the rational strategy is to license content and 
build devices subject to restrictions, regardless of whether the intermediary 
might otherwise prefer a different strategy. Large incumbents in the consumer 
electronics and personal computing markets have greater resources, and they 
have successfully resisted some copyright-industry initiatives to impose broadly 
defined mandates that would disrupt existing markets and distribution systems. 
They have been much less inclined to resist the introduction of restrictions in 
newer technologies, such as DVD players, digital music and video game play-
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ers, and software-based multimedia devices, for which consumer expectations 
are less fully formed. And they have participated in efforts to develop trusted-
system functionality for digital media files and digital broadcast content. 

 Similarly, the primary customers for security technologies include de-
vice manufacturers and a broad array of e-commerce companies, ranging from 
online marketplaces to banks and brokerage firms. The government is not sim-
ply a potential source of security mandates, but also an important customer for 
security systems in its own right. In response to public- and private-sector de-
mands for security and authentication, large technology companies have par-
ticipated willingly in efforts to develop secure protocols for system access, data 
storage, and commercial transactions. Some developers of trusted systems, in-
cluding most notably market leaders Microsoft and Intel, appear to believe that 
trusted-system capabilities mesh well with other security-related design goals, 
such as enhanced network, server, and file security. For Microsoft in particular, 
deployment of this functionality also seems bound up with a number of busi-
ness-related objectives, including preservation of its market position vis-à-vis 
open-source platforms. 

 Large communication providers confront a complex calculus of legal 
and business considerations. Many of these companies initially resisted content-
industry demands for identification of individual subscribers accused of engag-
ing in P2P file sharing.53 But the large telephone and cable companies that pro-
vide most residential Internet access also have other agendas of their own. Ca-
ble companies have participated in the ongoing effort to develop a regulatory 
framework establishing trusted-system protection for cable television content. 
In addition, many communications companies seek to use their newly installed 
high-speed fiber-optic networks to establish quality-of-service pricing and to 
deliver their own proprietary content to subscribers. Therefore, they are not 
generally averse to technologies for flagging and sorting network traffic. 

 The choices and practices of content intermediaries, e-commerce com-
panies, communication providers, and technology developers do not prevent 
end users from resisting functionality that they find undesirable or offensive, or 
from demanding functionality that they would value more highly, but they 
make both strategies more difficult to implement and therefore less likely to be 
pursued. The more deeply embedded such functionality becomes, the harder it 
becomes to avoid by purchasing noncompliant or alternative equipment and 
services. This effect will intensify if, as Jonathan Zittrain predicts, users are 
taught to fear files and applications that the platform vendor cannot or will not 
authenticate.54 

 The interplay of supply and demand in the market for the technologies 
that make up architectures of control is further complicated by the dynamics of 
technical standardization. Like all networked information technologies, the 
technologies that constitute architectures of control are designed based on stan-
dards for formatting, exchanging, and processing information. Standards proc-
esses typically occur long before implementations surface in the consumer 
marketplace. Many standards processes are closed, and the subject matter is 
technically complex. To become involved in setting standards, users must be 
determined enough and informed enough to overcome a series of significant 
hurdles. Some consumer advocacy groups have begun to do exactly this; what 
remains to be seen is whether these efforts will generate enough critical mass to 
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affect the content of the standards that are selected. Unaffiliated and academic 
researchers have been more inclined to cast a critical eye on standards and stan-
dards processes associated with emerging architectures of control. Perhaps even 
more than their colleagues at for-profit companies, however, these individuals 
are highly motivated to solve the difficult theoretical problems that are involved 
in making architectures of control work. 

 More generally, standardization creates technical and institutional path-
dependencies that are difficult for any market participant to dislodge. Standards 
can be changed, but change moves slowly, and design decisions tend to have 
consequences for many generations of products. The licensing arrangements 
associated with architectures of control add to the overall inertia, creating insti-
tutional lock-ins that structure commercial relationships among content provid-
ers, technology providers, and other intermediaries. The dynamic of path-
dependence is enhanced by some decidedly nontechnical factors. To the extent 
that draconian enforcement initiatives and heavy-handed public education ef-
forts fuel popular resistance to architectures of control, increased popular resis-
tance in turn fuels and legitimates the rhetoric of crisis and the extension of 
technologies to control it. The ratcheting-up of a crisis mentality increases the 
downside risks of liability for independent entrepreneurs and government over-
sight for standards developers. In short, even as the new control-based initia-
tives fail to convince end users, they strengthen their hold on the intermediaries 
whose products, services, and standards define the end-user marketplace. 

 For all of these reasons, the market-libertarian explanation for the 
emergence of architectures of control is far too simple. Idealized models of 
market choice cannot provide a useful template for evaluating the dynamic of 
constrained, path-dependent choice that predominates in markets for networked 
or network-capable information technologies. To understand why technology 
markets are offering particular choices rather than other conceivable choices, 
we must look elsewhere. 

Code as Itself 
 A few legal scholars have sought to develop new analytical frameworks 
for analyzing digital architectures, frameworks that reject easy analogies to law 
or markets and instead ask different kinds of questions. Some argue that code 
represents a unique mode of governance that is wholly new. Others assert that 
emerging digital architectures make possible a form of regulation conceived 
long ago but never before realized: perfect panoptic surveillance. These theories 
represent important steps toward developing an understanding of how the regu-
lation imposed by code differs from that imposed by law alone. In their confi-
dent embrace of digital exceptionalism, however, they also reflect the concep-
tual poverty of the models of social ordering that predominate within the main-
stream cyberlaw literature. 

 James Grimmelmann argues that regulation by code is both uniquely 
plastic and uniquely inflexible. He asserts that regulation by code is different 
and more troubling than regulation by physical architecture because of the im-
mediate and fine-grained control that code permits and because software regu-
lation lacks transparency. Raising some of the same concerns, Polk Wagner 
argues that law should step in to regulate forms of online behavior so that code 
will retreat. Both scholars are right to worry that the ability to design highly 
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granular forms of control will tempt policy makers and entrepreneurs to mis-
chief. Within both analyses, however, law and code are the only two regulatory 
variables in play. The institutional and cultural factors that might lead us to-
ward certain (worrisome) implementations of code rather than toward other 
possible implementations are incompletely explored.55 

 Jonathan Zittrain tackles the latter question, arguing that the move to-
ward digital lockdown is motivated principally by fear of the unknown. He as-
serts that networked information technologies should be prized to the extent 
that they foster generativity, which he defines in terms of a technology’s capac-
ity to serve as a platform for unpredictable future innovation.56 Zittrain’s prin-
cipal worry is that maintaining current levels of generativity may be incompati-
ble with the kinds of security that people want. But because he devotes little 
analysis to the other factors that cause the policy landscape to tilt in one direc-
tion or the other, it is hard to understand either how we got here or how to 
change current trajectories of technological and commercial development. 

 In contrast to Grimmelmann, Wagner, and Zittrain, each of whom seeks 
to develop an account of code’s difference out of whole cloth, Sonia Katyal 
finds conceptual precedent for code-based regulation in Foucault’s discussion 
of the Panopticon. Foucault characterized the Panopticon as the perfect prison, 
designed to ensure both complete access to those to be surveilled and complete 
invisibility for the watchers.57 As we saw in Chapter 5, privacy scholars have 
long invoked panoptic imagery to criticize the use of networked digital tech-
nologies for surveillance and profiling purposes. In so doing, however, they 
read Foucault’s description of the Panopticon as a lesson in the power of visual 
surveillance. Katyal develops her analysis of “piracy surveillance” along simi-
lar lines, arguing that the combination of P2P architectures with laws enabling 
access to personal information about network users is troubling because it oper-
ates to make users’ activities visible.58 

 All of these thinkers are onto something important about what code 
does differently and why it matters, but liberalism’s anxieties are also promi-
nently on display in the answers that they offer. Code’s capabilities for control 
do not arise in a vacuum, nor does its generativity. And visibility is only one of 
the considerations that code puts into play. 

 Let us begin by returning to the Panopticon. Foucault proffered the Pa-
nopticon not as a blueprint for a particular disciplinary institution, but rather as 
an organizing metaphor for a group of disciplinary strategies embedded in the 
operation of ordinary social institutions and coordinated by the everyday 
routines and interactions of a variety of public actors. He analyzed the emer-
gence of hospitals, schools, armies, and prisons as institutions that enact social 
discipline by targeting marginal, abnormal, or imperfect members of society for 
treatment, education, socialization, or punishment. In particular, he argued that 
these ostensibly marginal institutions also discipline those not subject to their 
control, albeit indirectly. Schools, hospitals, armies, and prisons normalize by 
partition; by defining, segregating, and disciplining those deemed abnormal or 
transitional, they simultaneously define and enforce the parameters of normalcy 
for everyone else.59 

 So conceptualized, panoptic discipline requires neither constant visual 
observation nor centralization of authority; instead, it depends importantly on 
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several other factors. First, it entails an arrangement of social space that enables 
but simultaneously obviates the need for continual surveillance. Second, this 
arrangement proceeds from and is reinforced by the ordinary operation of social 
institutions. Third, it is accompanied by discourses—ways of organizing and 
framing perceived truths—that establish parameters of normal behavior. Fi-
nally, the institutionally embedded arrangements of spaces and discourses in 
turn foster the widespread internalization of disciplinary norms. In contrast to 
the four-part taxonomy outlined in Code, the components of panoptic discipline 
meld into one another in ways that are fluid and relatively seamless. And as 
James Boyle explains, law that meshes with the mechanisms of panoptic disci-
pline is far more powerful than law that simply seeks to command obedience.60 

 This is not to argue that a properly conceived panoptic model is all we 
need in order to understand regulation by code. That model is also incomplete 
in important respects. Foucault emphasized the authoritarian nature of eight-
eenth- and nineteenth-century social institutions, but the technology-based 
strategies described above are for the most part deployed and coordinated by a 
decentralized network of private actors. The discursive discipline embedded in 
the operation of contemporary market institutions also operates differently; it is 
not dictated by authoritarian institutions, but rather is generated within a variety 
of market and nonmarket settings via complex feedback processes. A good 
model of regulation by code must account for the ways that normalization pro-
ceeds under the conditions of constrained, path-dependent choice described 
above. 

 In addition, the core commitments of liberal theory tend to disable legal 
scholars who study code as code from acknowledging two central aspects of the 
regulatory dynamic. First, as we have seen again and again throughout this 
book, legal theorists tend to overlook or deemphasize the material and spatial 
dimensions of social processes. As Zittrain’s and Grimmelmann’s analyses im-
plicitly recognize, code’s normalizing effects do not flow solely from what it 
prohibits. They flow far more powerfully from what code permits, and how. 
The STS perspective in particular would insist on moving beyond a crude mate-
rialist determinism to an analysis of the mundane, material ways in which code 
organizes social and economic activity. Of particular interest are the unexam-
ined ways in which code’s affordances—the actions it permits and the ways it 
presents information—shape users’ expectations and habits. Regarding archi-
tectures of control, critical questions concern the availability of breathing space 
and the extent of institutional tolerance for tinkering as material (not expres-
sive) practice. For similar reasons, a cultural geographer would want to con-
sider the ways in which code propagates new pathways and boundaries 
throughout the spaces in which people live, producing configurations that em-
body new arrangements of institutional power. 

 Second and relatedly, liberal commitments encourage legal scholars to 
overlook the ways in which prevailing conceptions of the “normal” are them-
selves constructed. Code is both a means and an effect of discursive normaliza-
tion. The design of digital architectures reflects beliefs about rational social or-
dering that are not themselves givens. It also reflects beliefs about unacceptable 
risks and the most reliable ways of minimizing them. Legal theorists of tech-
nology have difficulty probing these issues both because they have difficulty 
acknowledging discourse as a substantive determinant of policy in its own right 
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and because they have difficulty recognizing rationality as a culturally-
constructed norm. Thus, in responding to pervasively distributed copyright en-
forcement, legal scholars and public-domain advocates have tended to focus on 
the “theft,” “piracy,” and “communism” strands, all of which hinge on presup-
positions about the extent to which copyright is really “property,” and to ignore 
or ridicule the other, more hyperbolic comparisons. Privacy scholars have pre-
ferred to debate whether post-9/11 security measures actually improve security 
rather than to delve too deeply into the ways in which public discourse invests 
that term with particular, contingent meanings. 

 Scholars who recognize code as a modality of governance not reducible 
either to law or to markets are on the right track. But understanding the regula-
tory effects of emerging architectures of control requires a model of governance 
that incorporates factors that legal theorists of code have systematically over-
looked. Such a model must accommodate the complex institutional dynamics of 
contemporary technology markets. It should acknowledge and allow examina-
tion of the ways that artifacts and architectures configure their users. Finally, it 
should permit interrogation of the ways that artifacts and architectures reflect 
and reproduce social discourses about risk and risk minimization. 

 

Challenges for a Theory of Code and Law 
 While architectures of control have excited enormous interest among 
legal scholars, the social and institutional contexts within which they are em-
bedded have not excited nearly enough. The ability to interrogate the assump-
tions underlying such architectures and, if necessary, to control their excesses 
depends critically on the capacity to see them as socially driven solutions to 
socially constructed problems. The four-part Code framework has been instru-
mental in setting legal scholarship on that path, but it cannot take us where we 
need to go. An account of regulation as emerging from the Newtonian interac-
tion of code, law, market, and norms is far too simple regarding both instru-
mentalities and effects. The architectures of control now coalescing around is-
sues of copyright and security signal systemic realignments in the ordering of 
vast sectors of activity both inside and outside markets, in response to asserted 
needs that are both economic and societal. Understanding the technical, social, 
and institutional changes now underway requires a theoretical tool kit that en-
compasses the regulatory functions of institutions, artifacts, and discourses. 
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8 
Rethinking “Unauthorized Access” 

 

 

 

 As we saw in Chapter 7, institutional and technological changes driven 
by the perceived imperatives of piracy and security are reshaping the networked 
information environment, leading to the emergence of architectures of control. 
Efforts to develop a framework for determining whether and how law should 
concern itself with these developments have been only partly successful, for 
reasons that reflect the analytical limitations of the model of regulation devel-
oped in Code. Meanwhile, the everyday practice of individuals and communi-
ties in the networked information society follows its own rhythms. The mis-
match between institutional regimes organized around architectures of control 
and the tactical behaviors of situated subjects sets the stage for recurring con-
flict over the conditions of access to networked resources and spaces. It is not 
surprising, then, that such conflict has been a defining feature of the legal land-
scape for the past two decades. 

 In this chapter, I lay the groundwork for a different way of thinking 
about the architecture of the networked information environment: one that takes 
into account both emerging social and institutional patterns and the everyday 
practice of network users. The starting point is a deceptively simple question: 
what if we inverted the analysis suggested by the Code framework? Rather than 
asking what architectures of control do, what if we asked how users experience 
the accessibility of information networks and resources, and then considered 
how architectures of control reshape that experience? Code’s implicit orienta-
tion toward the liberal subject—the solitary, unknowable dot at the heart of the 
regulatory matrix—results in relative indifference to the first question. How 
might foregrounding the experience of situated, embodied users affect our un-
derstanding of both network architectures and the institutional and social pat-
terns within which they are embedded? 

 The analysis proceeds in three parts. First, I consider the accessibility 
of information networks and resources from the perspective of the situated user. 
Although the analysis roughly follows the pattern begun in Chapters 4 and 6, it 
is also different. Those chapters sought to “decenter” understandings of creativ-
ity and subjectivity, detaching them from individualist and intentionalist per-
spectives on creativity and self-formation. In the context of disputes about ac-
cess, it has become vitally important to recover an individualist perspective, 
albeit a reconfigured one, to provide a baseline for evaluating the institutional 
and technological changes now underway. Accordingly, this chapter develops a 
“recentered” model of accessibility that considers the ways in which networked 
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information technologies, including both technologies of control and technolo-
gies of more general application, structure the experienced accessibility of net-
work resources. Networked information technologies have some features that 
empower users and other features that create new challenges for everyday prac-
tice. We saw in Chapter 2 that technologies and artifacts mediate our percep-
tions of the possible; we use them to remake our world, but we also take the 
world they present to us as given. For some time now, networked information 
technologies have been evolving in a direction that reinforces the latter process, 
rendering the operation of the networked information environment increasingly 
opaque. 

 Next, I explore the ways in which the emergence of architectures of 
control alters the experienced accessibility of networked resources and spaces. 
Architectures of control and the institutional arrangements within which they 
are embedded do not simply aim to define the boundaries of legal entitlements, 
nor to create and rationalize information flows within markets and government 
information systems. They reflect a fundamental shift in our political economy, 
toward a system of governance based on precisely defined, continually updated 
authorization of access by and to actors, resources, and devices. Within the 
emerging regimes of authorization, discourses of national security, economic 
security, and technical authority work to reinforce a system of differential ac-
cessibility to information about the network’s operation. Paradoxically, those 
discourses derive enormous power from the fact that they have taken root 
within an ideology of openness in which precepts about open government and 
open markets function both as received truths and as cardinal aspirations. Al-
though regimes of authorization have no necessary connection to authoritarian 
political forms, they work to instantiate a system of governance that is authori-
tarian in the generic sense: one that favors compliant submission to authority. 
They seek to produce not only willing vendors, consumers, and citizens, but 
also tractable ones, and they seek these changes not merely at the behavioral 
level, but at the infrastructural level as well. 

 Finally, I consider regimes of authorization in relation to the theory of 
information rights and human flourishing developed in this book. The topic of 
accessibility presents difficult problems for law, policy, and theory. Limits on 
access to technical protocols and networked resources can be enormously im-
portant to social welfare; therefore, the law sometimes must reinforce such lim-
its. But flexibility in the conditions of access to technical protocols and net-
worked resources is also vital to human flourishing; therefore, the law should 
not reinforce regimes of authorization wherever they are asserted, and some-
times should seek to limit the reach of such regimes. Like the rules and institu-
tions that confer and enforce copyright entitlements and those that confer or 
withhold privacy protection, the rules and institutions that regulate the net-
work’s accessibility should acknowledge and accommodate the play of every-
day practice. 

 

A Recentered Model of Accessibility 
 In legal theory, discussions about the conditions of accessibility tend to 
become discussions of ownership status. Here, however, I am not concerned 
with ownership, but rather with the practical accessibility of network resources. 
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It is useful to approach that topic by jettisoning the conventional, ownership-
related categories of public/private and property/commons in favor of a more 
open-ended conceptual analysis of the geographies now emerging within net-
worked space. I begin by sketching some alternate formulations of the ways in 
which networked information technologies create, disrupt, and regulate geogra-
phies of accessibility. Next, I consider how situated users experience the acces-
sibility of the network and its constituent resources, both informational and 
technical. Finally, I explore the complex relationship between the design of 
networked information technologies and the everyday practice of network us-
ers. 

Geographies of Accessibility in Networked Space 
 Experientially, accessibility has spatial, material, and temporal dimen-
sions. A given resource may be theoretically accessible but geographically re-
mote, technically or practically difficult to acquire, or old and hard to find. Al-
though accessibility works differently, and sometimes more easily, in net-
worked space than it does in real space, considerations of space, materiality, 
and time remain important in determining whether, how, and by whom particu-
lar resources will be found. Accessibility in networked space has geographic 
patterns of its own. Those patterns highlight the importance of technical proto-
cols and processes in mediating the accessibility of networked resources. 

 As Chapter 2 explained, networked space is constituted by flows of 
information and communication that are layered over real-space geographies. 
The geography of networked space is defined by those flows—and, impor-
tantly, by their borders. In general, the borders of networked space are not 
tightly linked to national borders, but this does not mean that flows of net-
worked information are unbounded. We are accustomed to thinking of borders 
as signaling fixed, binary points of demarcation, but geographers and scholars 
of human migration have long recognized that borders depend importantly on 
socially constructed rules. For example, applicants for a visa to travel to the 
United States encounter the national “border” while still in their home coun-
tries; the duty-free section of Charles de Gaulle Airport is decreed to be border-
less for some purposes while remaining subject to French law for others. Saskia 
Sassen argues that borders are more accurately described as analytic “border-
lands,” the sets of conditions that govern passage from one domain to another. 
Those conditions are discursive as well as physical, and derive much of their 
power from the extent to which their foundational assumptions—about sover-
eignty, legal authority, and so on—are taken for granted.1 So too with net-
worked space, which has analytic borderlands of its own. 

 Networked space makes the discursive aspect of borders manifest; even 
its physical boundaries derive from semantic conditions—from rules instanti-
ated in code that could be arranged in some other way. Yet the practical opera-
tion of network borders reminds us that discursive boundaries are no less pow-
erful than physical ones. Flows of information, communication, and commerce 
move in patterns structured by both technical protocols and rules of network 
behavior. Technical protocols such as search algorithms and automated filters 
determine which information is shown to particular users and how it is shown. 
Often, decisions about the provision of information are based on information 
automatically collected from and about users. The rules that determine the dis-
tance between networked resources are constituted dynamically by the linking 
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practices of network users and the indexing practices of search engines, which 
together determine the paths that connect one resource to the next.2 The result-
ing patterns establish the topologies that network users must negotiate. 

 Technical protocols determine not only the direction and boundaries of 
information flows, but also the scale of the economic, social, and cultural proc-
esses to which they relate. In real space, we intuitively grasp the significance of 
scale in shaping the patterns of everyday practice. Some processes are local, 
others citywide, others national, and the scale of a particular process or institu-
tion affects the way that both participants and bystanders experience it. So too 
with the geographies of networked space. Some processes in networked space, 
such as auctions for collectibles on eBay or discussion boards on CNN.com, 
take place on a grand scale. Others, such as dedicated members-only listservs, 
operate on a scale that is smaller and more intimate. 

 The emergence of networked space, however, has also changed the 
scale on which many social processes occur. The social science literature on 
globalization identifies the emergence of a new sense of space as simultane-
ously global and local, without mediating levels in between. Geographers have 
deployed the term “glocal” to describe this space, which simultaneously col-
lapses some scales and renders others inconceivably large.3 Glocal space is a 
by-product of the emergence of networked space: it is produced by the exten-
sion of information and communication networks throughout real space, and by 
the interpenetration of the real and the virtual. The space that results from this 
process increasingly is characterized by the technologically mediated disap-
pearance of intermediate levels of scale between local and global. 

 Within legal and policy discussions about the networked information 
society, scale is often understood as a purely technical phenomenon, while 
scalability and interconnectivity are assumed to be generally beneficial. Those 
assumptions are far too simple. Scalability furthers some goals that are worth 
pursuing, such as communication and competition, but undermines others. The 
seamless interoperability that enables global communication also enables global 
data flows of personal information. The demise of “walled gardens” in social 
networking may enable easier networking across larger and larger communities, 
but also may increase the likelihood of unwanted information flows to commu-
nity members and make communities too large to sustain certain types of inter-
action. Standardization in copyright law shapes cultural practices globally, but 
increasing globalization leaves less and less room for heterogeneity, contextual 
separation, and local variation.4 The ostensibly technical question “Does it 
scale?” thus both crystallizes and masks questions that are fundamentally po-
litical. Like borders, scale depends in part on analytical constructs, this time 
relating to the appropriate scope of social, cultural, and economic activity. 

 Finally, accessibility has a temporal dimension. Other things being 
equal, information is more likely to be accessible to someone if it is stored in a 
relatively permanent, easily searchable form. With respect to both variables, a 
very odd dynamic is beginning to emerge. Artistic and intellectual culture is 
relatively inaccessible and ephemeral, while personal information is relatively 
ubiquitous and persistent. Those de facto policies are expressed and effectuated 
via the technical protocols that govern the storage, retention, and searchability 
of digital information, and via a wide range of associated institutional practices. 
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 Within the domain of copyright, legal and technological developments 
are producing a world in which the conditions of access to cultural and infor-
mational resources are carefully controlled, and those resources are constantly 
at risk of disappearing. The archival practices of portals for proprietary content 
vary considerably, and many such portals use robot.txt files to block caching 
and archiving by search engines. Intermediaries such as libraries, booksellers, 
and search engines still play important roles in providing access to these re-
sources, but an increasing number of copyright disputes seek to limit the types 
of access that intermediaries can offer. Confronted with shrinking budgets and 
shelf space, many libraries are dismantling their stacks and moving physical 
copies to remote storage. In place of physical texts, they offer patrons access to 
digital versions provided by proprietary subscription services that require con-
tinual payment streams. And “going digital” also creates new risks to cultural 
memory. Digital storage formats have proved to be far more unstable than pa-
per over the long term. Ironically, then, there is a large risk that efforts to create 
comprehensive digital archives may hasten the processes of cultural forgetting 
that they seek to prevent.5 In his 2006 novel, Rainbows End, Vernor Vinge de-
scribed the spectacle of staff members at a large university library systemati-
cally ripping up physical books to scan them into a digital library. In the era of 
Google Book Search, Vinge’s vision seems both otherworldly and mundane. 
Although Google does not destroy the rare books that it is archiving in partner-
ship with university libraries, a key factor in Google’s proposed settlement with 
the publishing industry is the effective disassembly, from the user’s perspec-
tive, of archived materials as they appear in search results.6 

 Within the domain of privacy, the landscape of memory and absence is 
oddly inverted. Network architectures constitute social memory along with cul-
tural memory. In the age of “Web 2.0” social-networking technologies and real-
time Internet archiving, information about individuals, communities, and 
groups is increasingly distributed and persistent. Internet archivists and open-
access activists may deplore the absence of, say, great books in open archives, 
but they have been less willing to consider the privacy-related consequences of 
the “store everything” mentality.7 As a practical matter, of course, the refusal to 
make explicit value judgments about the relative merits of different categories 
of information is itself a judgment—that everything is worth storing for histori-
cal reasons, and that no other considerations are relevant. Increasingly, we lack 
what Michael Curry and Leah Lievrouw call “ecologies of forgetting”—
information environments that afford anonymity and ephemerality for those 
who desire it.8 

 Access to the protocols and processes that regulate geographies of ac-
cessibility and inaccessibility in networked space ought to be a subject of para-
mount concern both for scholars studying the network and for ordinary network 
users. Yet, as we will see next, a growing constellation of factors—business 
models, legal doctrines, and accepted design practice—operates to diminish the 
technical accessibility of the network, obscuring important aspects of the struc-
ture and operation of the networked information environment from those who 
inhabit it. This is so both for technologies that legal scholars have recognized as 
implicated in architectures of control and for those that they have not. 
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Situated Users, Reconsidered 
 How do network users experience the accessibility of resources within 
networked space? The answer to that question is oddly self-contradictory. For 
situated users of network resources, networked information technologies enable 
access to an astonishing bounty of information resources, including technical 
and scientific information. Often, though, the information abundance of the 
network contrasts with technical inscrutability in the platforms, portals, and 
devices that mediate access to the network. The experience of networked space 
is both increasingly personalized and increasingly opaque. 

 Information networks offer users an unprecedented wealth of informa-
tion and an equally unprecedented opportunity for collaboration with like-
minded others. It is an oversimplification to say the network’s resources are 
unlimited, or that anything “on the Internet” is instantly available to anyone 
who connects. Any habitual Internet user knows that although information re-
sources made available via the network are, in theory, equally accessible to all 
network users, some resources are more available than others. Experientially, 
the accessibility of those resources is structured by our own inclinations and 
affinities—by the various human, cultural, and geographic networks within 
which we are situated. Here the analysis largely duplicates that in Chapters 4 
and 6; the process of working through the cultural landscape is, increasingly, a 
process of working through the networked landscape. The “network of net-
works” makes boundaries more porous, but still we must begin where we are. 
Even so, the end result of that process is a qualitatively enormous increase in 
access to both information and people. 

 In this chapter, however, I am concerned not only with the accessibility 
of information resources made available via the network, but also with the ac-
cessibility of the network itself—with the technical processes by which it oper-
ates and with the ways that those processes shape both our settled routines and 
our far-ranging explorations. Here the picture becomes more complicated. For 
some time now, networked information technologies have been evolving in di-
rections that make them simultaneously more convenient—more intuitive, more 
portable, more seamlessly integrated with our lives—and less accessible in their 
own right. 

 In contemporary debates about technology policy, questions about 
technical accessibility are often subsumed within the rubric of “network neu-
trality,” a term that refers to the conditions under which third-party information 
providers can access proprietary networks and platforms to offer their services. 
The network neutrality debate has for the most part proceeded on the presump-
tion that concerns about access to information can be satisfactorily resolved via 
open and nondiscriminatory treatment of information service providers. Some 
think market competition will produce that effect; others disagree. The U.S. 
Federal Communications Commission has called for transparency about net-
work-management practices that affect the treatment of third-party providers, 
and has attempted to mandate neutrality for some (though not all) types of net-
work providers.9 For the most part, however, parties to the network neutrality 
debate do not express a comparable level of concern about the technical trans-
parency to users of the processes that govern access to information. 
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 In fact, neutral provision of access to third-party information providers 
and technical transparency of the network to users do not necessarily go hand in 
hand. For the technically trained, this point can be difficult to grasp. From a 
technical standpoint, the network does not exist as a single entity. Layered atop 
the Internet’s basic protocols are a hodgepodge of applications and networked 
devices, some understood as “open” and some embedded within emerging ar-
chitectures of control. From the network perspective, accessibility is deter-
mined by the rules that operate at every layer, and those rules can be disaggre-
gated, examined, and chosen or avoided. From the perspective of the ordinary, 
situated user, though, things look different. Ordinary users experience not rules 
but effects; together, those effects determine the affordances of the network and 
its constituent applications—the possibilities for action that the network cre-
ates.10 The rules that produce the effects need not be explained or disclosed, and 
increasingly are not. 

 Consider first the regimes of “trusted computing” that the copyright 
industries have sought to implement. Early models of DRM envisioned a set of 
atomized authorization processes, but that model collided with user expecta-
tions. In an age of increasing mobility, users want to take their content with 
them, place- and time-shifting it to suit their needs without constantly needing 
to obtain reauthorization. One proposed solution to these problems is an appli-
cation of trusted computing sometimes called the personal digital network 
(PDN) or personal digital network environment (PDNE), which would extend 
throughout a designated space or across a designated set of consumer electron-
ics equipment. The most important feature of the PDN is seamless plug-and-
play capability; within a successfully designed PDN, the transitions between 
authorized devices should be effortless from the user’s point of view.11 

 The seamless PDN is still a long way from implementation, but it is 
clear that portability of content does not equal transparency of operation. In 
addition, portability likely will go hand in hand with other changes in function-
ality that are less appealing to users. In major content-side initiatives, portabil-
ity is highly leveraged, but only across authorized equipment, while both shar-
ing and repurposing of media files are significantly restricted. The technologies 
being developed to produce those effects are held as secrets; “looking under the 
hood” to see how they work is expressly forbidden.12 From the user perspec-
tive, the seamless PDN thus would operate both as an extension of the embod-
ied self and as a revision of it. Trusted-computing technologies may provide 
increased access to some resources, but they will do it by limiting accessibility 
in a variety of other ways. 

 Now consider a group of technologies that is fast becoming integral to 
a variety of processes, some expressly linked to security and others not. Imag-
ine a typical day in the life of a commuter in a major East Coast city. To get to 
work in the morning, she scans a smart card to use public transit or uses the 
transponder installed in her car to pay for tolls and parking. After work, she 
meets a friend for a drink, consulting the transponder in her car or an applica-
tion on her mobile phone to find the bar her friend has suggested. On her way 
home, she stops at a supermarket and uses her debit card to buy groceries. 
When she returns home, energy-saving sensors in her home detect her presence, 
turn on the lights, and adjust the climate controls. These technologies are rudi-
mentary versions of “ubiquitous computing” technologies: computing tech-



Chapter 8, Configuring the Networked Self, © 2012, Julie E. Cohen 

8 

 

nologies built into the artifacts of everyday life to manage flows of goods, serv-
ices, people, and energy in the physical environment. Those who design ubiqui-
tous-computing technologies envision trajectories toward increasing conver-
gence. Not long from now (or so technologists hope), our commuter will man-
age all of her daily transactions using a single device. Sensors in refrigerators 
will take the guesswork out of stops at the grocery store, while embedded RFID 
chips will enable grocers to manage retail inventories automatically. 

 The organizing concept for these endeavors is the notion of “unremark-
able computing”: a seamless web of networked, continually communicating 
artifacts that users experience as natural, if indeed they pause to think about it 
at all.13 Engineers and policy makers have understood the shift toward unre-
markable computing as presenting two principal problems. First, for the tech-
nologies to be most useful, their designers must identify the optimal balance 
between ease of use and complexity of function. Researchers in human-
computer interaction seek to answer this question by modeling increasingly 
complex problems and building interfaces that embed and then simplify the 
complexities. Second, unremarkable computing raises concerns about the pri-
vacy and security of personal information that the ubiquitous sensors collect 
and exchange. Yet there is a third problem that is not reducible to either of the 
other two: what if users were to want access to the ways that the technologies 
of unremarkable computing work? There are many legitimate reasons for want-
ing such access; for example, one might want to know how one’s personal in-
formation is being used, or to improve the ways that one’s own devices inter-
act.14 To the extent that existing laws address this question, they do so from a 
completely different perspective, that of the trade-secret owner seeking to re-
cruit authorized licensees and exclude competitors, or of the government 
agency seeking to maintain the secrecy of technical information in the interest 
of national security. Once again, then, the technologies of unremarkable com-
puting offer new methods of access to some resources within networked space, 
but they do so in a way that limits access to information about the network’s 
operation. 

 Similar effects are produced by technologies that most U.S. legal theo-
rists have understood as exemplars of openness: the technologies of search and 
social networking. Consider the following incidents: in 2006, AOL released a 
database containing tens of thousands of search queries entered by its subscrib-
ers to the public for research purposes. Before releasing the database, AOL had 
“anonymized” the queries, removing some information to ensure that they 
could not be linked to any particular user. As it happened, the database con-
tained enough information to enable some users to be identified with some not 
too difficult reverse engineering. In response to widespread public outcry, AOL 
disabled access to the database and confessed that it had given the matter insuf-
ficient thought.15 Similar results followed a series of ill-advised decisions by 
the popular social-networking site Facebook. In 2007, Facebook added data 
feeds that kept its members updated, in real time, on every change in the status 
or activities of their online “friends.” Also in 2007, it joined a commercial ven-
ture, the Beacon program, that would alert members to their friends’ purchases. 
In both cases, the user response was swift and unequivocal. Many users didn’t 
want their friends to receive real-time notifications of every change to their pro-
files, and didn’t want to be turned into promotional agents for products they had 
purchased. Facebook redesigned its menu of options to give users greater con-
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trol and later ended the program as part of a settlement of legal claims filed 
against it.16 

 The AOL and Facebook controversies represent only the tip of a very 
large iceberg, and users do not always rebel against new uses of information 
about their activities. Google’s e-mail service, Gmail, mines the subject lines 
and the contents of e-mail messages for keywords and serves ads related to 
those keywords. When Google announced the launch of Gmail, and acknowl-
edged that it would use e-mail content to target advertising, users flocked to the 
service, attracted by the unprecedented amounts of storage that it provided. Pri-
vacy advocates warned that Google had provided little real information about 
how the targeting would be done, but for many users, the possible harms felt 
too remote or indefinite to matter.17 If anything, privacy advocates likely under-
stated the extent of Google’s data-mining activities. Gmail is but one of a num-
ber of linked Google services. Google Shopping stores information about on-
line purchases and shopping preferences; Google Maps supplies satellite im-
agery and travel directions; Google Desktop encompasses an array of localized 
information-management services, including a file manager and a shareable 
calendar, and so on. When you are signed in to your Google account, all the 
different data streams are linked. Google’s acquisition of Doubleclick gave it 
access to a large amount of data about commercial preferences with which to 
enhance its profiling algorithms, and the proposed Google Book Search settle-
ment would give Google access to data about users’ intellectual interests. Re-
cently, Google announced that it would begin behavioral targeting of advertis-
ing to all users of its search engine.18 

 Among legal scholars, these developments are not typically described 
or understood as raising problems of technical accessibility. Privacy advocates 
argue that they involve unauthorized access to users and therefore raise ques-
tions about the nature and scope of privacy interests. We have already seen that 
existing privacy frameworks work poorly in such contexts, but my intent here is 
not to recast accessibility as a privacy issue. Rather, it is to argue that the tech-
nologies of search and social networking also raise a different problem, which 
relates squarely to both the accessibility of information resources and to the 
transparency of network processes. According to Frank Pasquale, the technical 
opacity of search threatens the ideal of equal access to information.19 He is ex-
actly right, but the problem extends both far beyond equal access to information 
and far beyond the domain of search. 

 Google’s official mission statement promises “to organize the world’s 
information and make it universally accessible and useful,” but when its serv-
ices are considered together, that mission can be reframed in a way that is both 
more personal and oddly more comprehensive: the management of individuals’ 
entire networked existence.20 In fact, the two missions are one and the same. 
Google uses information about and generated by users to create and manage the 
world of information that it reflects back to users. Its algorithms mediate flows 
of information, showing subscribers what Google predicts they will want to see. 
That business plan is noteworthy because of Google’s dominant market posi-
tion, not because the plan itself is an unusual one. AOL didn’t disclose why 
users received the search results they did, and Facebook didn’t specify how the 
Beacon program would work. “Google Everything” is but one example of a 
more general trend in the networking of everyday life to produce the “semantic 
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web”—“a Web in which machines mine mountains of metadata in order to au-
tomate a wide variety of transactions” and personalize the online experiences of 
network users.21 

 Like the PDN and ubiquitous computing, the semantic web promises 
many conveniences. Consider the notion of a “Coasean filter” for marketing-
related communications. Such a filter would be tailored so precisely to individ-
ual preferences that it would admit only those offers that matched the prefer-
ences.22 Who cannot claim to be intrigued by the promise of a networked future 
in which only relevant advertising will appear? Ultimately, however, the se-
mantic web operates by separating personalization and control; information 
about how its constituent technologies channel content to (or away from) users 
is jealously guarded. Arguably, the public outrage that followed the AOL and 
Facebook episodes, and the lingering unease that some users feel about Gmail, 
is only partly about privacy and partly about the lack of operational transpar-
ency that characterizes the network as users experience it. Those controversies, 
and others like them, remind us that we are losing the ability to control the 
processes of personalized shaping or even to know much about them. 

 Perhaps, though, technical and cultural accessibility are not equally 
important. To understand why technical accessibility is important in its own 
right, we need to return to the accounts of embodied perception and everyday 
practice developed in Chapter 2 and reconsider the particularly intimate ways in 
which networked information technologies mediate the everyday practice of 
network users. 

Autonomic Technologies and the Play of Everyday Practice 
 Chapter 2 explored the ways that networked information technologies 
mediate our perceptions of the world around us: we experience technologies 
and artifacts as altering our preexisting capabilities vis-à-vis the physical world, 
but technologies and artifacts also mediate our embodied perception of that 
world—of how it is organized and how it works. Because they are both tools 
for producing useful results and tools for representing the world, networked 
information technologies shape our perceptions of reality more comprehen-
sively than simpler artifacts do. These points run orthogonally to the principal 
thrust of STS scholarship. Rejecting the cultural myth of “autonomous technol-
ogy,” STS scholars remind us that technologies do not have autonomous trajec-
tories, but rather are socially shaped.23 This important point about contingency 
is often assumed to mean that technologies have no power to shape us, but it 
should not be. Paths taken have consequences. 

 The technologies described above are designed to render the function-
ing of the networked information environment seamless by making complex 
processes of networked computing largely invisible to end users. Invisible does 
not mean neutral, though. The technologies of the PDN seek to reshape the em-
bodied experience of the digital media environment. Ubiquitous-computing 
technologies seek to reorganize the relations between embodied users and their 
physical and social contexts. Semantic-computing technologies mediate the 
relations between embodied users and their (own?) preferences, organizing un-
ruly flows of information into patterns that are more easily managed. Each of 
these design efforts succeeds most fully when users experience its operation as 
natural—as “just the way things are.” 
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 To the extent that we naturalize the built environment, the window for 
remaking it grows smaller. The tendency to naturalize the operation of tech-
nologies and artifacts—to take the world they present to us as given—makes it 
harder to formulate such a desire, much less implement it. Of course, that ten-
dency is not itself a by-product of digital technologies; it predates the digital 
age. But because networked information technologies simultaneously mediate 
and represent the world around us, they have at least the potential to accelerate 
processes of naturalization. Each of the technologies described above possesses 
that potential. Ubiquitous computing defines an “Internet of things,” DRM de-
fines an “Internet of (proprietary) media,” and the semantic web promises to 
define an “Internet of me”—a universe of relevant information sorted and man-
aged by each person’s personal information manager. As we incorporate these 
technologies more fully into the practice of everyday life, it can be increasingly 
difficult to identify the point where technology leaves off and the embodied self 
begins. From the perspective of embodied, situated users, new technological 
developments in the networked information society may lack visible trajecto-
ries, let alone autonomous ones. 

 Borrowing from biology, I will use the term “autonomic” to describe 
the relationships between these technologies and the networked self. IBM has 
used the term “autonomic computing” to refer to a philosophy of design for 
very complex systems.  Its “Autonomic Computing Manifesto” envisions a fu-
ture in which information and communication technologies mediate flows of 
information automatically via sophisticated feedback mechanisms. It invokes 
the model of the autonomic nervous system, which mediates essential biologi-
cal processes automatically via feedback mechanisms that for the most part lie 
below the threshold of our conscious control.24 I mean something related but 
slightly different, which concerns the way that networked information tech-
nologies—whether or not they have technically complex feedback mecha-
nisms—are experienced by users. To an ever-increasing extent, networked in-
formation technologies operate automatically to mediate the activities of cul-
ture, self-, and community formation. It is no coincidence that the figure of the 
cyborg, discussed in Chapter 2, emerged in the work of a scholar trained in the 
life sciences. In the arena of the biomedical, the distinction between internal 
and external was already problematized by advanced, internally implanted pros-
thetics. But flows of information across interfaces between the body and a 
technologically enabled society are not confined to the domain of the biomedi-
cal, and the characteristics of those flows have profound implications for both 
self-development and the creation of social meaning. 

 The play of everyday practice is important precisely because it counters 
the innate tendency to naturalize—to take the current technological landscape 
as given—with the innate tendency to tinker, repurpose, and adapt. Everyday 
practice is the day-to-day process of negotiating the dialectical relationship be-
tween constraint and possibility. Within networked space, information flows 
are defined by semantic and technical structures. The play of everyday practice 
pushes against those structures, sometimes conforming to them and sometimes 
finding ways to work around them. Some users might want, or need, to know at 
least in a general sense what a networked digital product does. Others might 
want to find out how the product or network works “behind the scenes”—what 
is happening to the information that it collects, for example, or how particular 
search results came to be displayed. Still others might want the ability to repur-
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pose the product or network—to make it do different things. In each case, the 
product resists, but everyday practice persists. 

 We can hypothesize that, generally speaking, the process of naturaliza-
tion and the play of everyday practice exist in a sort of equilibrium—sometimes 
one is ascendant, and sometimes the other is. It is possible that even the new 
autonomic technologies would not alter that overall pattern. Because they oper-
ate so invisibly, autonomic technologies threaten to tilt the balance more heav-
ily toward naturalization. It is harder to work around a set of protocols that has 
been designed to disappear. But the obverse is also true: the human tendency to 
tinker, repurpose, and adapt artifacts—to incorporate artifacts into the play of 
everyday practice—increases the likelihood that interesting facts about the net-
work and its constituent devices will be discovered. The distributed, “unfin-
ished” nature of networked information technologies amplifies the power of 
everyday practice. Everyday practice leverages both the distributed, democratic 
nature of networked information technologies and what Jonathan Zittrain has 
called their generativity—their extraordinary amenability to tinkering and revi-
sion.25 Users build new tools, develop new “places,” generate new communi-
ties, and create new cultural practices. While networked information technolo-
gies present everyday practice with large challenges, they also present it with 
large opportunities. 

 But aspirations toward seamless design are not the only factor in play. 
The equilibrium between naturalization and everyday practice also depends on 
larger social and institutional factors. Here we return to the linked architectural 
and institutional changes introduced in Chapter 7. As autonomic technologies 
morph into more carefully structured governance regimes organized around 
architectures of control, the activities that constitute the play of everyday prac-
tice are exactly the ones that those regimes seek to prevent. 

 

The Networked Self in the Age of Authorization 
 As we saw in Chapter 7, U.S. legal scholars have examined emerging 
architectures of control principally through the lens of liberalism’s foundational 
dichotomy between liberty and constraint. Because that framing encourages a 
focus on what technologies of control prohibit, legal scholars have paid far less 
attention to what those technologies do in the grey area where liberty and con-
straint mingle: they authorize. Emerging architectures of control operate within 
nascent institutional regimes that span both public and private sectors and that 
derive their power from a reconfiguration of the meaning and significance of 
“unauthorized access.” The vehicle for this process is not the “appliance” Inter-
net described by Zittrain; appliances do not engage in acts of authorization, nor 
do they recruit individuals and technology vendors into networks of authorized, 
and compliant, insiders.26 It is something different and far more powerful: a 
new mode of governance for the networked information society. The emerging 
regimes of authorization work to produce both a configuration of networked 
space that is increasingly opaque to its users and users who are increasingly 
habituated to processes of authorization and their associated requirements of 
technical and operational secrecy. 
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The Shifting Meaning of Unauthorized Access 
 Let us begin by reexamining Chapter 7's account of the emergence of 
architectures of control, this time with authorization rather than prohibition in 
mind. The emerging technical and institutional regimes organized around archi-
tectures of control do not function simply to prohibit certain actions. Instead, 
they reconfigure networked space by extending and normalizing protocols for 
authorization of access to network resources. In the two decades since the en-
actment of the Computer Fraud and Abuse Act (CFAA), the prevailing concep-
tion of unauthorized access, and so of the appropriate domains of authorization, 
has changed almost beyond recognition. In the 1980s, “unauthorized access” 
described a group of relatively narrow, stand-alone problems capable of resolu-
tion within a single statute. In the twenty-first century, managing access has 
become the central regulatory problem of the networked information society. 
The principal purpose of emerging architectures of control is to define as pre-
cisely as possible the actions that are authorized and the persons or devices 
authorized to take them. 

 The drafters of the CFAA conceived of unauthorized access as a threat 
to a “computer,” and understood a computer to be a fixed, discrete location to 
which one might gain access. Once inside that location, the extent of authorized 
access could be differentiated, but the principal boundary to be defended was 
that of the computer itself. That conception implied a correlative understanding 
of the default rules that obtain in the world outside the computer’s boundaries. 
In that world, no special authorization of access would be required for most 
ordinary actions that a “user,” or ordinary person, might wish to take. 

 The CFAA’s conceptualization of the world as a large unregulated 
space surrounding small zones of authorized access also shaped the conceptu-
alization of those labeled wrongdoers under the statute. Most often, it was as-
sumed, those wishing to gain access would be highly skilled outsiders—hackers 
looking for the digital equivalent of a joyride in a stolen car, or “crackers” bent 
on more malevolent ends. Many scholars have argued that equating hackers 
with wrongdoers oversimplified an emerging subculture that was far more 
complex, and I have no quarrel with that position. My point here is different: 
whether or not the view of hackers embodied in the CFAA was accurate or ap-
propriate, it was a view that excluded most of the general population. Anxiety 
about computer users remained largely confined to those “superusers” possess-
ing both atypical skill and high levels of motivation to gain entry to purportedly 
secure systems.27 

 The relatively simple vision of a computing world comprising isolated 
fortresses under threat from malevolent outsiders was complicated by the prob-
lem of the unauthorized insider. When someone hacks into a protected com-
puter or file from outside the system, that action is unauthorized both techni-
cally and legally. The situation changes when an insider—an employee, a con-
tractor, or a customer—abuses a position of trust to access resources that he is 
not supposed to use. From a technical perspective, the actions might be consid-
ered authorized; for example, perhaps the wrongdoer supplied the required 
password. Defining the actions as unauthorized—or, in the CFAA’s terms, ac-
tions that “exceed[]authorized access”—requires resort to nontechnical stan-
dards of proper conduct. Once articulated, such standards became vehicles for 
the CFAA’s expansion to cover a variety of “unauthorized” actions with respect 
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to publicly available content on the internal pages of Web sites.28 For a variety 
of reasons, however, most Web site owners did not choose to implement their 
preferences via technologies that precisely calibrated authorization of access, 
and so the melding of technical and normative authorization remained incom-
plete. 

 In the copyright context, the objects requiring protection against unau-
thorized access have no fixed location. To accommodate the idea of digital ob-
jects that carry restrictions with them, the conceptualization of unauthorized 
access underwent a dramatic shift. For such a system to work, authorization 
itself must become broadly distributed. The architectures of pervasively distrib-
uted copyright enforcement drive toward precisely that end. They seek to 
change the technical and legal parameters of content-related transactions, both 
online and offline, in a way that renders them fundamentally relational on two 
levels. For individual users, transactions over copyrighted content become 
processes characterized by the ongoing authorization of access and use. Those 
processes, in turn, will not work properly unless compliance by licensed 
equipment and service providers is mandatory and verifiable, and that necessi-
tates realignments in the relationships between intermediaries and content pro-
viders. Effective implementation of pervasively distributed control requires on-
going authorization of intermediaries’ access to and implementation of the rele-
vant standards. 

 As both authorization and unauthorized access detached themselves 
from fixed locations, the identity of the presumed threat also shifted. The 
hacker remains a powerful figure in copyright’s mythology because it is hack-
ers who have the skill and (presumed) motivation to circumvent technical pro-
tections and release unprotected copies into darknets. Now, however, the figure 
of the hacker coexists uneasily with the idea that the real locus of distrust is the 
ordinary user, who cannot be relied upon to turn away from illegality when the 
opportunity presents itself. 

 At the same time, redefining “unauthorized access” to encompass cir-
cumvention of the protocols for access to widely distributed files has made it 
much more difficult to create legal exceptions that would shield a range of so-
cially valuable activities. Law- and policy makers have tried several different 
methods of creating such exceptions. In formulating the DMCA’s core prohibi-
tions, Congress attempted to use “access” as a narrowing concept to safeguard 
user rights. The DMCA distinguishes between technical protection measures 
(TPMs) that function as access controls and those that protect against violation 
of the exclusive rights of copyright owners. It bans the manufacture and distri-
bution of tools for circumventing both types of TPM, but prohibits only those 
individual acts of circumvention that are directed at access controls. Congress 
thought a ban on the circumvention of access controls appropriate and fair be-
cause otherwise users could circumvent to avoid payment. Meanwhile, Con-
gress thought, users would remain free to devise means of their own choosing 
to circumvent rights controls as necessary to exercise the privileges afforded 
them under copyright law.29 That strategy for safeguarding user rights, how-
ever, depended entirely on an interpretation of “access” as encompassing only a 
narrow domain of activity. 

 Litigation over the meaning of the DMCA’s prohibitions has estab-
lished that the new model of authorization-based access cannot be so easily ca-
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cabined. Consider a TPM that allows the user to play a music or video file but 
prevents copying. According to the legislative rationale for the DMCA’s bifur-
cated structure, this TPM is a rights control. Yet in litigation over circumven-
tion of the CSS algorithm, which encrypts DVD movies to allow playback but 
not copying, courts acquiesced without question in the entertainment industries’ 
classification of CSS as an access control because it prevents rendering the con-
tent on noncompliant devices.30 That construction means that only authorized 
DVD players—as opposed to authorized users—may access the encrypted con-
tent. But if only authorized players can make authorized access, then two fur-
ther conclusions follow. First, if every act of rendering protected content is an 
act of accessing the content, then the individual privilege to circumvent rights 
controls exists only in theory. Second, if “access” refers to devices and not to 
people, then the development of unauthorized media players violates the ban on 
tools for circumventing access controls. This rule grants far-reaching control 
over technology development to those who control the processes of authoriza-
tion. 

 Efforts to define narrower legal shelters for certain types of unauthor-
ized access have met with a similar fate. Software reverse engineering is a type 
of unauthorized access that copyright law allows on the grounds that it is essen-
tial to both innovation and competition. Seeking to preserve that privilege, 
Congress created an exception to the DMCA’s prohibitions, allowing both cir-
cumvention of TPMs and the manufacture of circumvention tools “to achieve 
interoperability of an independently created computer program with other pro-
grams.”31 Since PC-based media players are also computer programs, in theory 
that exception should allow the unauthorized creation of interoperable media 
players. Courts have found a variety of ways to avoid reaching this result, how-
ever, and it would be hard to square with their conclusion that the statute’s pro-
hibitions encompass access to digital media content by unauthorized devices. 

 Taking a different approach, the Copyright Office has attempted to le-
gitimize unauthorized access to a particular class of devices. Mobile phones 
released in U.S. markets typically are configured to work only on one or a few 
authorized networks; configuring a phone for use on another carrier’s network 
requires an act of circumvention (or reverse engineering). The DMCA author-
izes the Copyright Office to create exemptions from the rule forbidding cir-
cumvention of access controls when necessary to enable access to particular 
classes of works. The Copyright Office issued a rule allowing circumvention of 
access controls on mobile phone software that operate to restrict network ac-
cess. Unlike the reverse-engineering exception, the mobile phone exemption 
brackets the question of what is or isn’t a “computer program” and invokes 
consumer protection concerns.32 But the device-based framework is no more 
coherent than a framework that distinguishes between computer programs and 
media players. Many mobile phones are also media players, and the two types 
of functionality can be made to intertwine. This flexibility allows the technol-
ogy vendor to determine which set of rules will apply. For example, Apple 
Computer has used technical countermeasures to disable “liberated” iPhones, 
releasing firmware upgrades that turned the devices into useless “bricks.”33 If 
Apple released upgrades that selectively disabled iTunes, owners of hacked 
iPhones who attempted to fix the problem would risk violating the DMCA’s 
access prohibition. 
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 In the world of pervasively distributed security measures, the conceptu-
alization of unauthorized access has begun to shift again, in a way that com-
pletely inverts the implicit presumptions that produced the CFAA. As more and 
more of the ordinary transactions that make up everyday life become processes 
characterized by the ongoing authorization of access and use, authorization be-
comes essential to the ordinary person’s existence—necessary to get to work, 
pay bills, and access communication systems. Levels of access also become 
defining conditions of privilege; some users have more access than others, and 
that fact too structures the rhythms of everyday life. 

 In such a world, moreover, the target class is related to the class of pu-
tative wrongdoers only in the most notional sense. On their face, of course, se-
curity measures target wrongdoers. The need to catch the terrorist, the money 
launderer, or the identity thief is obvious and pressing. Yet when security 
measures are brought to bear on everyone, those individuals cannot plausibly be 
said to be the sole targets of the corrective measures any more than speeders 
can be said to be the sole intended audience for traffic signals. Pervasively dis-
tributed security measures target everyone because universal coverage is their 
raison d’etre. They operate on the presumption that security requires it. 

 As authorization of access become the norm, the ability of users to 
make authorized access increasingly depends on their agreeing to submit to in-
vasive procedures for authentication. Network users have become accustomed 
to accepting without question automatic updates of software that, among other 
things, mediates authorization processes. Other security procedures may require 
the installation of cookies, tracking software, or biometric readers on users’ 
devices. The outer boundaries of technology vendors’ authority to install func-
tionality for tracking, authentication, and authorization are poorly delineated. 
There is no generally agreed dividing line between spyware and authorized in-
stallation, and technology vendors have little to gain from drawing one.34 In 
short, within the new political economics of precisely calibrated authorization, 
the conditions of authorized access to users do not seem to be precisely defined, 
or limited, at all. 

 The emerging regimes of authorization are not the work of some invisi-
ble, hitherto-concealed dictator or corporate cabal. They are the products of our 
ordinary institutions of governance: markets, property and contract rights, and 
legislation by democratically elected representatives. They depend for their 
success on two kinds of changes in our political culture. The first relates to po-
litical discourse; the second, to ingrained habits of behavior and thought. 

Ideologies of Openness, Discourses of Authority 
 The emerging regimes of authorization require regimes of secrecy to 
sustain their operation. This hard reality creates insuperable difficulties for a 
legal system premised on an ideology of openness in government and in mar-
kets. One would expect societal commitment to an ideology of openness to 
prompt questions about regimes of technical secrecy, and many dedicated pub-
lic-interest advocates have devoted their careers to raising such questions. Just 
as often, though, the process seems to work in reverse: the power of the ideol-
ogy of openness operates to conceal the extent to which technical secrecy is 
reinforced by law. Regimes of technical secrecy derive additional force from 
moral panics that cast restrictions on access as a matter of social and cultural 
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survival, and from processes of technical mystification that position decisions 
about network architecture as purely technical matters best handled by expert 
elites. 

 In evaluating the role of secrecy in our political discourse, it is useful to 
return to Jodi Dean’s critique of the “political economy of communicative capi-
talism,” which we encountered at the end of Chapter 6. Dean argues that the 
political economy of the modern mass-communication society is characterized 
by an ideology of openness and antihegemony, but driven in fact by a mix of 
secrecy and spectacle. Within this political economy, she argues, secrecy be-
comes both a locus of economic value and the object of public desire. The de-
sire to expose secrets feeds a public culture of the spectacle, which neither sati-
ates the desire nor dislodges the power that secrets represent.35 Remarkably for 
a study of the political economy of the networked information society, how-
ever, Dean’s book devotes almost no attention to the politics of openness in 
technical contexts. To understand the political economy of openness in the net-
worked information society, it is necessary to consider the treatment of specifi-
cally technical information as well. Discussions of technical information are 
characterized by a dialectic between secrecy and spectacle, but that dialectic 
has a slightly different flavor than the one Dean describes. 

 It is well recognized that governments can leverage secrecy to create 
structures of differential visibility that reinforce their own power, and it is 
commonly believed that such secrecy threatens core principles of democratic 
governance. Such assertions of government secrecy are increasingly routine. 
For example, many law enforcement experts believe that surveillance deters 
crime most effectively when the fact of surveillance is visible but the details of 
surveillance behavior are deliberately concealed. They apply similar reasoning 
to technical information about surveillance practices, arguing that secrecy 
serves both deterrence- and enforcement-related goals. Efforts to gain access to 
operational information about government profiling and data-mining practices 
are invariably met with assertions about the ways in which secrecy serves na-
tional security and about why disclosure would jeopardize essential state se-
crets.36 

 How, in this context, should one interpret statutory frameworks and 
underlying normative principles purporting to require government accountabil-
ity in data processing? The U.S. Freedom of Information Act mandates far-
reaching disclosure of information about government actions and processes, but 
exempts classified information, trade secret information, and information about 
law enforcement techniques and procedures if such disclosure would “risk cir-
cumvention of the law” or create risks to physical safety.37 Although the FOIA 
is widely considered to be a keystone of open government, in reality the amount 
of secrecy those exceptions permit is indeterminate, and may be very great. As-
sertions of national security interests do not always persuade courts; the process 
of seeking access proceeds slowly; and the extent of publicly available informa-
tion about such practices remains incomplete. In particular, the operations of 
the vaunted Foreign Intelligence Surveillance Act (FISA) court remain almost 
entirely secret. Ironically, in the wake of disclosures about widespread and 
wholly unauthorized government wiretapping, we have come to cling to its 
(presumed) procedural regularity—again, a case of partial disclosure used to 
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great effect.38 (Better the devil who plays by secret rules than the one who fol-
lows no rules at all.) 

 In the private sector, secrets about the structure of privately adminis-
tered components of the information society are a potent source of economic 
power. The basic Internet protocols remain open, but from the ordinary indi-
vidual’s perspective, that counts for much less than we are led to think. The 
individual experience of the network is shaped by a host of technical intermedi-
aries, many of whom argue that maintaining the secrecy of technical protocols 
is a competitive necessity, essential to preserving robust and “open” competi-
tion. Efforts to gain access to information about the algorithms that determine 
the order of online search results typically have been stymied by assertions of 
trade secrecy, and digital content owners have used the trade-secret status of 
DRM protocols as one weapon in their litigation campaign against devices that 
enable unauthorized access.39 Frameworks for ensuring private-sector account-
ability in the processing of personal data are focused principally on ensuring 
individuals the right of access to their “own” data—that is, data about the per-
son, not data about the algorithms that will process it.40 

 Spectacle also plays an important role in discourses about technical 
secrecy in these government and private-sector processes, but the spectacles 
that capture public attention are not the banal tales of self-exposure that we en-
countered in Chapter 6. Instead, they involve a different sort of morality play, 
which revolves around the malevolent figures of the hacker, the “pirate,” and 
the terrorist. Rather than rewarding the exposure of technical secrets, these mo-
rality plays tend to reinforce regimes of technical secrecy, aligning secrecy with 
political, economic, and cultural survival. Consider, for example, Judge Lewis 
Kaplan’s characterization of the problem posed by the DeCSS litigation: 

In a common source epidemic, as where members of a popula-
tion contract a non-contagious disease from a poisoned well, 
the disease spreads only by exposure to the common source. If 
one eliminates the source, or closes the contaminated well, the 
epidemic is stopped. In a propagated outbreak epidemic, on the 
other hand, the disease spreads from person to person. Hence, 
finding the initial source of the infection accomplishes little, as 
the disease continues to spread even if the initial source is elim-
inated. For obvious reasons, then, propagated outbreak 
epidemics, all other things beings equal, can be far more diffi-
cult to control. 

 This disease metaphor is helpful here. The book in-
fringement hypothetical is analogous to a common source out-
break. Shut down the printing press (poisoned well) and one 
ends the infringement (the disease outbreak). The spread of 
means of circumventing access to copyrighted works in digital 
form, however, is analogous to a propagated outbreak epi-
demic. Finding the original source of infection (e.g., the author 
of DeCSS  or the person to misuse it) accomplishes nothing as 
the disease (infringement made possible by DeCSS, the result-
ing availability of decrypted DVDs) may continue to spread 
from one person who gains access to the circumvention pro-
gram or decrypted DVD to another. And each is infected, i.e., 
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each is as capable of making perfect copies of the digital file 
containing the copyrighted work as the author of the program 
or the first person to use it for improper purposes.41 

As Chapter 7 described, Judge Kaplan’s elaboration of the disease metaphor for 
online copyright infringement is not a solitary occurrence, but rather adopts a 
persistent theme sounded by the copyright industries and echoed in media cov-
erage of digital copyright issues. The rhetoric of contagion plays an analogous 
role in the security context. Addressing a joint session of the U.S. Congress 
several months after the U.S. invasion of Iraq, British prime minister Tony 
Blair called terrorism “a new and deadly virus” originating in “a fanatical strain 
of religious extremism . . . that is a mutation of the true and peaceful faith of 
Islam.” Other public figures, including legislators from both political parties, 
describe terrorism as a “cancer” that must be “eradicated” before it destroys the 
health of the body politic.42 

 These statements are not simply window dressing for a substance that 
lies elsewhere—in reasoned debate about the nature of property or the appro-
priate extent of civil liberty. When rhetorics of crisis succeed, they create the 
perception of an existential threat to society that requires an immediate and 
drastic response. This process, which scholars have termed “securitization,” 
urgently suggests that society must be reorganized to counter the threat.43 In 
casting piracy and terrorism as threats to the health of the body politic, the me-
taphors of contagion and cancer work not only to mobilize public support for 
secrecy, but also to signal the range of appropriate and necessary corrective 
actions. 

 The classic societal response to an acute threat to public health is quar-
antine. Foucault described the methods developed by medieval city-states for 
managing outbreaks of the plague. As Foucault explained, authorities re-
sponded to a great threat that traveled by human contact in the only way possi-
ble—by eliminating contact. Although medieval physicians did not have the 
benefit of modern principles of microbiology and epidemiology, they under-
stood that the plague spread by human-to-human contact. Therefore, during an 
outbreak, citizens were forbidden to leave their homes. Every evening, a desig-
nated corps of inspectors would go door-to-door and demand that each inhabi-
tant of a household stand at the window to prove that he or she was still alive. If 
the inhabitants of a home were stricken, the home remained isolated until eve-
ryone in it had either died or shown immunity by surviving. Then the home was 
scoured and its contents were burned.44 In the networked information society, 
some responses to acute security threats map more or less directly to the classic 
pattern; for example, antimalware programs “quarantine” infected files. 

 But most information-age “epidemics” are too complicated for quaran-
tine to be a viable strategy, for two reasons. First, the understanding of acute 
danger as episodic does not translate well to the contexts of copyright infringe-
ment, terrorism, and identity theft. In the societies that originated the techniques 
of plague control, emergencies were temporary. As the plague passed, so did 
the ability to sustain the extreme measures it was thought to justify, which re-
quired both a massive expenditure of resources and near-complete suspension 
of ordinary activity. Second, the germs that cause the plague have no positive 
qualities, and there is no independent reason to disseminate them. Digital econ-
omies, in contrast, thrive on endless flows of all types of information. The 
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“propagated outbreak epidemic” to which Judge Kaplan referred is simply an 
example of a more general property of networks of all sorts; information must 
move for the network to exist. 

 Governance regimes predicated on technical, legal, and market strate-
gies for separating authorized from unauthorized flows of information and 
communication solve both of these problems. Such regimes open up a middle 
ground between a state of quarantine and rules allowing the unrestricted 
movement of people, communications, and information. Within that middle 
ground, many possibilities exist for convergence between perceived security 
imperatives and the self-interest of information intermediaries.45 As we saw in 
Chapter 5, flows of information in the emerging networked information society 
reflect a set of beliefs about the relationship between risk, information, and 
profit. For the institutions that participate in the network, information technolo-
gies promise systematized knowledge as an antidote to insecurity. At the same 
time, architectures designed to facilitate authorized movement may be more 
readily perceived by market actors as affording the potential for competitive 
leverage. 

 Understanding emerging regimes of authorization through the lens of 
securitization also explains the paradoxical stance toward openness exhibited 
by corporate and political actors. To serve both their competitive and regulatory 
functions, regimes of authorization must be buttressed by technical and proce-
dural secrecy, but they also must demand more and more openness of individ-
ual citizens. The morality plays of the hacker, the pirate, and the terrorist serve 
both to induce more disclosure in exchange for more security and to convince 
network users that more security cannot be had in any other way. 

 Critically, the public discourse around secrecy and security is also un-
stable in important ways. Public interest advocates have generated a constant 
stream of cases in which secrecy has pernicious effects on concrete, identifiable 
people—people wrongly placed on the Transportation Security Administra-
tion’s no-fly list and unable to clear their names, computer-ignorant grand-
mothers sued by the recording industry based on assertedly foolproof methods 
for tracking their downloads, and so on. In addition, scandals about electronic 
voting and identity theft have begun to generate narratives that are inconsistent 
with those that the morality plays seek to instill.46 

 On the other hand, as these examples suggest, technical processes also 
introduce a new kind of tension between ideologies of openness and discourses 
of secrecy, a tension revolving around technical authority and the appropriate 
roles of those who possess it. The emergence of technical standards as sites for 
the production of power constitutes new regulatory and political processes: the 
expert fora in which technical standards are defined and revised. In those proc-
esses, the patterns of accessibility typically associated with modern forms of 
democratic government are dramatically altered. 

 Standards processes for information networks and platforms tend to be 
conducted in ways that obscure network governance functions behind a veil of 
technical mystification. Most obviously, some standards processes are operated 
by private consortia of technology companies, pursuant to trade-secrecy re-
gimes. Others are conducted by open-membership organizations or by govern-
ment bodies, but even nominally open or public standards processes can be 
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opaque and mysterious. They are conducted in complex, technical language and 
unfold over lengthy time periods, and both factors can operate to prevent wide-
spread public awareness of what is at stake. This tends to obscure the political 
implications of network standards and protocols, along with difficult and im-
portant questions about whether governance by elites trained predominantly in 
technical fields is normatively desirable.47 

 The emerging regimes of authorization contribute to the climate of 
technical mystification by restricting participation in their standards processes 
to authorized professionals. The DMCA’s exceptions for reverse engineering, 
encryption research, and security testing are crafted in ways that preclude their 
invocation by members of the public.48 In other contexts, regimes of trade se-
crecy and state secrecy that foreclose routine public access to information about 
surveillance systems produce similar results, operating to professionalize inno-
vation by restricting technical access to authorized insiders. 

 Moral panics and technical mystification do not displace the ideology 
of openness that is so central to our political discourse; they depend centrally 
on ideologies about the value of certain kinds of openness in certain contexts. 
At the same time, however, they change the prevailing understanding of how 
openness is supposed to work. Together, moral panics and technical mystifica-
tion facilitate the normalization of institutional ecologies predicated on differ-
ential accessibility to the technical operation of the emerging networked infor-
mation society. Those ecologies have profound implications for our political 
culture. 

Configuring Tractable Users 
 Regimes of authorization and accompanying discourses of authority 
work to establish technical and market path-dependencies—patterns of accessi-
bility and inaccessibility—that themselves come to be seen as normal and natu-
ral. This reshapes the everyday experience of networked space in ways that the 
liberal binary of liberty and coercion does not encompass. The thrust of these 
strategies is to produce tractable users who comply with the requirements of 
authorization protocols and refrain from behaviors that are unauthorized or 
simply anomalous. 

 Consider, again, the problem of liberty and constraint that has preoccu-
pied cyberlaw scholars. Within liberal political theory, the evil of paramount 
concern is coercion by an authoritarian government. Because information net-
works have evolved in ways that are relatively resistant to government control, 
cyberlaw scholars have viewed the rise of information networks as fundamen-
tally incompatible with the propagation of authoritarianism. 

 The emerging political economies of authorization are quite different 
from authoritarian political regimes, and that difference has operated to conceal 
the magnitude of the cultural and political change that they represent. Regimes 
of authorization have no necessary connection to authoritarian political re-
gimes; in fact, the opposite is more nearly true. Regimes of authorization thrive 
in market economies, which more reliably provide both the technical know-
how and entrepreneurial initiative to fill apparent security needs. In addition, 
regimes of authorization may or may not concern themselves directly with the 
sorts of dissent that matter most within the liberal paradigm and that reliably 
mobilize authoritarian political regimes. Architectures of control need not pre-
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vent people from setting up their own digital soapboxes, nor from purchasing 
access to listeners. 

 In place of authoritarian government, regimes of authorization offer a 
more generic model of authoritarian governance. Both models of regulation 
seek to instill habits of compliant submission to unquestioned authority, and to 
use their authority to generate and normalize new patterns of conduct. But au-
thoritarian governance has a different goal and a correspondingly different 
modus operandi than authoritarian governments do. 

 Social theorists who study the networked information society argue that 
there is a mutually constituting relationship between the network’s material af-
fordances—the possibilities for action that it creates—and the forms of subjec-
tivity that it enables, which I will call the network’s “psychic affordances.” 
These theorists offer different conceptions of self-formation, but each identifies 
a fundamental relationship between network structure and processes of self-
formation. Manuel Castells argues that the emerging networked information 
society is constituted by a dialectical relationship between the Net, a new set of 
institutional arrangements organized around networked information and com-
munication technologies, and the Self, a set of activities directed toward defin-
ing the meaning of identity. For Gilles Deleuze, the emerging “control society” 
provides very limited scope for self-differentiation. He characterizes the control 
society as signaling a shift from Foucauldian discipline via externally imposed 
normalizing frameworks to less crude but potentially more powerful “modula-
tion” by continual streams of information to, from, and about individuals. Other 
theorists, such as Jean Baudrillard, argue that the distinguishing characteristic 
of the networked information society is not modulation but simulation: the net-
worked presentation of alternate realities casts the self adrift, unable to distin-
guish reality from an endless series of simulacra.49 

 Although these theories are very different from one another, each di-
rects our attention to the ways that the structure of the network mediates the 
formation of the networked selves who inhabit it. That process is material as 
well as informational. The geographies and architectures of networked space 
establish the material field for processes of self-constitution. Scholars of geog-
raphy and urban planning have explored the ways that the design of public 
spaces shapes cultural and social life, and have argued that planned spaces risk 
achieving order at the expense of diversity, vibrancy, and social and cultural 
mobility. Drawing on this work, Michael Madison has observed that, just as 
early twentieth-century urban planning moved to eliminate visual chaos and 
replace it with order, so the technical and contractual mediation of information 
flows within information networks threatens to eliminate the diversity of tex-
tures and “feels” that flourishes under less restrictive architectures. Aestheti-
cally and experientially, one might compare the controlled spaces that result 
from digitally mediated standardization to large shopping malls or gated com-
munities.50 This architectural shift recasts the options available to both ordinary 
and technically skilled network users, producing subtle but fundamental behav-
ioral and cultural changes. 

 Experientially, the processes of standardization contemplated by 
emerging regimes of authorization work to produce a larger geography of in-
formation space that is increasingly standardized and that we increasingly come 
to take for granted. At the same time, the interpolation of regimes of authoriza-
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tion into formerly private spaces redraws the boundary between private and 
public, producing at the intersection a third sort of space that is neither entirely 
private nor conventionally public. That space combines the exposure of behav-
ior in public spaces (but not the mobility or expressive privilege) with the isola-
tion of private spaces (but not the security against intrusion). Regimes of au-
thorization invade, disrupt, and casually rearrange the boundaries of personal 
and social spaces and of the intellectual, cultural, and relational activities 
played out within those spaces. 

 Only some of these emerging architectural and institutional changes 
alter the scope for individual agency as conventionally understood by legal 
theorists. Most obviously, direct technical constraint on behavior—for example, 
a digital file that cannot be shared with anyone, or a tamper-resistant biometric 
authentication device—substitutes rule-governed behavior for individual judg-
ment and responsibility. In many cases, we might conclude that looseness of fit 
between rules and behavior is itself a social good. Where the precise contours 
of legal rules are unclear, or the proper application of legal rules to particular 
facts is contested, imperfect control of individual conduct shields a range of 
experimentation that involves individuals and communities in the creation of 
law and furthers the value-balancing goals of a sound and inclusive public pol-
icy. 

 The more significant effects of regimes of authorization, however, are 
not so easily characterized as constraints on liberty. Recall, once again, that the 
momentum toward regimes of authorization is so strong precisely because we 
are not driven to embrace them by coercion. Our relationship to these develop-
ments is ambivalent, driven in equal parts by fear and desire, and cemented by 
growing habituation. For individuals, networked information technologies 
promise more immediate, accurate, and convenient fulfillment of their desires. 
The networked self in the age of authorization seeks safety, to be sure, but also 
the convenience that authentication and personalization bring. This is, again, 
the difference between prohibition and authorization; the control society can 
claim to have won broader acceptance in the marketplace because it offers 
commodities that people (learn to) want.51 

 In narrowing the horizons of individual desire, regimes of authorization 
also narrow social and architectural tolerances for the construction of differ-
ence. As Rosemary Coombe demonstrates in the context of intellectual property 
and John McGrath shows in the context of surveillance, the rules that govern 
the uses of information can expand or constrict the scope for creative appropria-
tion—for play with the symbolisms embedded in cultural artifacts and attached 
to particular, culturally identified behaviors.52 Regimes of authorization extend 
these effects throughout networked space, operating upon difference and un-
predictability to produce more homogeneous, more carefully modulated behav-
ior. As Chapter 6 discussed, even newly-emerging practices of self-exposure 
take on a standardized quality. 

 In sum, the networked self in the age of authorization is a different self, 
and the networked society a correspondingly different society. It may be that 
the psychic affordances of the emerging regimes of authorization are the ones 
we want; certainly, that is what conventional hedonic analysis would suggest. 
Before reaching that conclusion, though, we should take stock of their effects 
on a range of individual and social practices that we claim to value. In particu-
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lar, we should consider more carefully the effects of regimes of authorization 
on the play of everyday practice. 

 

Accessibility as Scope for Material Practice 
 Law plays an integral role in the emergence of regimes of authoriza-
tion. With increasing frequency, legal prohibitions, incentives, and mandates 
are deployed unquestioningly to reinforce technical, commercial, and political 
regimes of differential accessibility. That is both a great mistake and a lost op-
portunity. Limitations on access to networked resources can be important, and 
even essential, for the networked information society to function in a way that 
promotes the well-being of its citizens. Legal rules that prohibit and punish un-
authorized access to networked resources sometimes will be necessary. But 
only sometimes. The well-being of the networked selves who inhabit the 
emerging information society also depends importantly on the ability to find—
or create—breathing room for everyday material practice. Regimes of authori-
zation that operate systematically to diminish such breathing room therefore 
warrant careful, critical attention from law- and policy makers. 

 Recall the analysis of the relationship between processes of naturaliza-
tion and the play of everyday practice that concluded the first half of this chap-
ter. That discussion suggested that everyday material practice—including not 
only tinkering and reengineering by relatively skilled users, but also repurpos-
ing of artifacts and spaces by ordinary users—serves both instrumental and in-
trinsic goals that are far broader and more momentous than those typically ac-
knowledged by lawmakers and legal commentators. Everyday material practice 
is the root cause of movement in material culture, the antidote to technical, spa-
tial, and interpretative stagnation. It is what counteracts the innate tendency to 
naturalize the built environment—to take the configurations of spaces and the 
affordances of artifacts as givens, and to move obediently in the patterns they 
suggest. It is precisely the fluidity and unpredictability of everyday material 
practice that regimes of authorization treat as suspect and seek to contain. Law 
may side with rigidity sometimes, but to align with it always would be to jeop-
ardize an essential dimension of cultural vibrancy. 

 As in the case of copyright, one might argue that attempting to define 
legal shelter for the play of everyday material practice would be both quixotic 
and unnecessary. Arguably, defined zones of legal protection are definitionally 
incompatible with play of everyday practice, which by its very nature resists 
technical and institutional limitations. For similar reasons, we might conclude 
that the everyday practice of situated users is a given and therefore something 
with which the law need not concern itself; within any regime of governance, 
some amount of diffuse, tactically driven behavior will occur. 

 Those conclusions, however, would be too hasty. The analysis in the 
second half of this chapter suggests that the everyday material practice of situ-
ated users is also a quantity that is contingent and extraordinarily vulnerable to 
environmental modulation. To the extent that habits of tractability instilled by 
the emerging regimes of authorization reinforce processes of naturalization al-
ready underway in the networked digital environment, they work to insulate 
that environment and its constituent protocols from challenge, critique, and re-
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vision. More generally, the habits of tractability instilled by emerging regimes 
of authorization dampen the amplitude of everyday practice in contexts both 
technical and nontechnical, jeopardizing a broad range of other goals that the 
play of everyday practice promotes. The play of everyday practice forms the 
substrate out of which a mature and critical subjectivity, a vibrant artistic and 
intellectual culture, and a robust culture of technical innovation all emerge. If 
we are serious when we say that these are goals that our society values, then we 
need an information policy to match. 

 This analysis has important implications, first, for the legal treatment of 
hacking and tinkering by situated users. Attempts by legal theorists to justify a 
“right to hack” or a “freedom to tinker” have seemed unable to formulate a nar-
rative that would capture the urgency of such a right. Attention to the play of 
everyday practice enables us to cast hacking and tinkering in a new and more 
compelling light. The process of tinkering with artifacts and tools is both mun-
dane and extraordinary. Tinkering is an indispensable prerequisite for transfor-
mative innovation, but it is also what ordinary people do on a daily basis, and in 
everyday practice it is an indispensable prerequisite for the exercise of material 
and social agency. It enables users of technology to adapt standardized tools 
and interfaces to their more particular goals. That process in turn increases the 
likelihood that the fruits of innovation will be distributed broadly and adapted 
eclectically, in ways that promote the flourishing of disparately situated com-
munities. 

The constitutive importance of tinkering for human flourishing means 
that lawmakers cannot take the easy out by prohibiting all acts of “circumven-
tion” or “unauthorized access” without regard to motives or consequences. In-
stead, the law has a dual role to play, proscribing some kinds of unauthorized 
access while preserving room for the acts of tactical evasion and situated crea-
tivity that make up the fabric of everyday life. 

 This chapter’s exploration of the various dimensions of accessibility 
also demonstrates, however, that merely rolling back legal prohibitions on 
hacking and tinkering would be unlikely to guarantee all the kinds of accessibil-
ity or all of the kinds of breathing room that human flourishing demands. Some 
problems of accessibility and breathing room—particularly those that recur in 
copyright disputes—are readily amenable to resolution by determined tinker-
ing. Other problems are not. For example, it is probably shortsighted to rely on 
tinkering and hacking to ensure the optimal mix of openness and privacy, in-
cluding both informational privacy and adequate shelter for behavior in net-
worked spaces, or to guarantee sufficient representation in expert standards 
processes. In those contexts and many others, preserving scope for everyday 
material and spatial practice requires a broader array of regulatory options. 

 Notably, many of the goals that I have just listed do not require simply 
increased accessibility, but rather a normatively informed recalibration of the 
balance between “open” and “closed.” Put differently, the requirements of hu-
man flourishing place nonneutral, normative constraints on the design of net-
work architectures. Again and again throughout this book, we have seen that 
interstitial flexibility serves important social purposes. The value of architec-
tural and institutional constraints lies not only in the pattern of constraint and 
authorization that they impose, but also in the spaces left over for activities that 
are neither constrained nor authorized. Networked space can be a space of 
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dystopian domination or a space that affords breathing room for situated crea-
tivity and critical identity practice, depending significantly on the nature of its 
system of boundaries and permissions. Network-neutrality mandates, however 
they are crafted, simply do not speak to that question. We have also seen that 
technology markets may not—and in the current climate, likely will not—
produce such a normatively informed recalibration “on their own.” 

 It is worth emphasizing that identifying these needs is a long way from 
prescribing ways in which the law should attempt to pursue them. This point is 
too often lost in debates about information law and policy; partisans on both 
sides are apt to assume that calls for correction are calls for command-and-
control forms of regulation. As we have seen, there are dangers in attempting to 
make either code or law all-powerful. The control fetishism of code-based regu-
lation is in tension with the critical importance of indeterminacy in the linked 
realms of cultural creativity, evolving, socially situated subjectivity, and mate-
rial practice. But law can descend into control fetishism as well. Considering 
how to shape information rights and associated technical architectures that 
promote human flourishing while avoiding the problem of control-fetishism is 
the subject of Part V. 
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9 
The Structural Conditions of Human Flourishing 

 

 

 

Within U.S. legal and policy circles, the discourse of information-
policy reform has been organized principally around the themes of access to 
knowledge and network neutrality. Global discourses of information-policy 
reform are organized around parallel themes of access and connectivity. Each 
of those themes has contributed powerful insights to our understanding of the 
principles that should inform information law and policy. Human flourishing 
requires not only physical well-being but also psychological and social well-
being, including the capacity for cultural and political participation. The access-
to-knowledge movement reminds us that enjoying the latter goods requires 
meaningful access to the resources of a common culture. The network-
neutrality movement reminds us that in the networked information age, access 
and architecture are inseparably intertwined, and that power over the technical 
conditions of access should be closely scrutinized.  

This book, however, has demonstrated the need for a more comprehen-
sive, structural understanding of the ways that the information environment can 
foster, or undermine, capabilities for human flourishing. Some information-
policy problems cannot be solved simply by prescribing greater “openness” or 
more “neutrality.” The everyday behaviors of situated subjects require spaces 
where they can be enacted, tools with which they can be pursued, and meaning-
ful legal guarantees in which they can claim shelter. In addition, we have seen 
that play is a vital catalyst of creative practice, subject formation, and material 
and spatial practice. Those processes do not follow automatic and inevitable 
trajectories, nor are they equally robust under all conditions. Facilitating the 
play of everyday practice requires attention not only to information accessibil-
ity and network neutrality, but also to the semantic structure of the networked 
information environment, and more particularly to the interstices within sys-
tems of institutional and informational meaning. Both the legal specification of 
information rights and the design of information architectures should be guided 
by the need to preserve room for play in the use of cultural resources, in the 
performance of identity, and in the ongoing adaptation of places and artifacts to 
everyday needs. 

 Beginning with the centrality of the play of everyday practice, this 
chapter derives three subsidiary principles that should inform the design of le-
gal and technical architectures. The first principle remains that of access to 
knowledge; without the raw materials necessary for social and cultural partici-
pation, one cannot participate meaningfully in the development of culture and 
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community, and without access to the appropriate networks and tools, one can-
not partake of the resources that the networked information society has to offer. 
The second and third principles, however, move beyond access to specify other 
structural attributes of the networked information environment that are neces-
sary to preserve room for the play of everyday practice. 

 The second principle, operational transparency, seeks to render the 
network’s geographies of accessibility and inaccessibility less opaque—to 
counter the trend toward seamless, inscrutable design. Operational transparency 
entails a set of practices designed to put users themselves in a better position to 
engage in processes of boundary management and to exercise situated creativity 
with respect to the network’s constituent protocols and processes. To take full 
advantage of the network’s potential to enable human flourishing, network us-
ers need meaningful information about how the network and its constituent arti-
facts and protocols work as well as access to the processes in which network 
standards are designed. 

 The final principle concerns the location of the boundaries that define 
the scope of copyright, privacy, and (un)authorized access to information tech-
nologies. To preserve room for play, those boundaries should afford sufficient 
freedom to access and repurpose cultural and technical materials, and should 
reserve to individuals and communities sufficient control over both personal 
information and the experienced boundaries of personal space. This mixture of 
freedom and control is achieved most effectively when regulatory architectures 
are characterized by a condition that I will call semantic discontinuity. Seman-
tic discontinuity refers to gaps and inconsistencies within systems of meaning, 
and to a resulting interstitial complexity that leaves room for the play of every-
day practice. In an increasingly networked information society, maintaining 
those gaps requires interventions designed to counterbalance the forces that 
seek to close them. 

 

On Enabling Capabilities: The Materiality of Play 
 Let us begin by returning to the theory of capabilities for human flour-
ishing introduced in Chapter 1. There I asserted that moving beyond the foun-
dational assumptions of liberal individualism would enable more precise speci-
fication of exactly what the capabilities approach requires the information envi-
ronment to provide. It is time to make good on that claim. To enable capabili-
ties for human flourishing, the material and informational infrastructures of the 
networked information society must afford sufficient room for creative, mate-
rial, and identity play. Fulfilling this condition requires rules about information 
access and use that accommodate the materiality and serendipity of everyday 
practice. 

 As articulated by its leading advocates, the theory of capabilities for 
human flourishing begins with a positive conception of human freedom, name-
ly, that human beings cannot attain and enjoy freedom in the truest sense unless 
a variety of basic needs are met. Nussbaum develops a list of ten such needs or 
“core capabilities”: life; bodily health; bodily integrity; senses, imagination, 
and thought; emotions; practical reason; affiliation; care for other species and 
the natural world; play; and political and material control over one’s 
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environment.1 As one might expect, some items on the list relate to the re-
quirements for physical subsistence. Notably, however, many items address the 
requirements for moral, emotional, and intellectual subsistence. In particular, 
many move squarely into the domain with which this book has been concerned: 
the relationship between the information environment and the networked selves 
who inhabit it. According to Nussbaum, the ability to use one’s senses, imagi-
nation, and thought encompasses a right to participate in culture by “experienc-
ing and producing works and events of one’s own choice.” The ability to play 
includes the ability “to enjoy recreational activities.” The ability to exercise 
practical reason requires the capacity “to form a conception of the good and to 
engage in critical reflection about the planning of one’s life,” and the ability to 
exercise control over one’s environment requires the capacity for effective po-
litical participation2. 

 Within information-policy circles, the theory of capabilities for flour-
ishing has become identified with the normative and political claims of the ac-
cess-to-knowledge (A2K) movement. The importance of capabilities for cul-
tural, moral, and political participation has inspired efforts to develop a more 
detailed understanding of core informational capabilities and to relate those ca-
pabilities to features of the informational and technological environment. Lea 
Shaver identifies “the ability to access, utilize, and contribute to knowledge” as 
a distinct capability with its own set of entailments.3 Shaver develops a five-
part taxonomy: education for informational literacy, access to the global know-
ledge commons (including both Internet access and linguistic capability), 
access to knowledge goods in concrete form, an enabling legal framework (in-
cluding both laws about intellectual property and laws guaranteeing freedom of 
expression), and effective innovation systems. 

 In both Nussbaum’s list of core capabilities and more specific efforts to 
theorize specifications for A2K, however, two important dimensions of the re-
lationship between the information environment and human flourishing remain 
underdeveloped. The first concerns the materiality of artifacts, architectures, 
and spaces. We have seen that the human experience of the information envi-
ronment remains fundamentally embodied and materially mediated. Nuss-
baum’s discussion of control over the material environment presumes that such 
control is exercised principally through the institution of property, while her 
conception of practical reason stresses a moral agency that seems only indi-
rectly connected to material practice. Scholarship within the A2K movement 
has been instrumental in demonstrating that cultural and technical innovation 
does not invariably require property incentives and that human flourishing re-
quires broad access to the fruits of both cultural and technical innovation. That 
account of human flourishing, however, still contains an implicit gulf between 
the intellectual and the material. As we have seen, the intellectual, moral, and 
material practices of situated individuals and communities are inextricably in-
tertwined. A list of core capabilities for human flourishing therefore should in-
clude a non-property-based conception of material agency directed not (only) 
toward innovation, but also and more fundamentally toward advancing the cul-
tural and moral interests of situated subjects. 

 The second undertheorized dimension of the relationship between the 
networked information environment and human flourishing relates to the role of 
play. As we have seen, most U.S. legal theorists of intellectual property and 
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privacy, including those affiliated with the capabilities approach, articulate con-
ceptions of play that align with the commitments of liberal theory—that is, ac-
counts of play as a purposive, internal, and unknowable activity. Nussbaum’s 
description of “being able to use imagination and thought” similarly presup-
poses seriousness of purpose, while her definition of “play” as the ability to 
engage in “recreation” seems to contemplate mere frivolity. Without question, 
the ability to engage in deliberate play with cultural goods, identity practices, 
and material artifacts is important, but it is not enough. And a dichotomy be-
tween purposive play and frivolous recreation would be too simple to encom-
pass all the modes of interaction and experimentation that people pursue. The 
relationship between human flourishing and play is more complex, and under-
standing it requires a different and less subject-centered approach. 

 Chapter 2 developed a broader conception of the play of everyday prac-
tice and argued that such play derives its power from its tactical, flexible qual-
ity—from its political and phenomenological in-betweenness. So framed, the 
play of everyday practice performs a vital role along each of the dimensions 
that this book has explored. Within the cultural environment, the play of every-
day practice is what generates creative progress; progress emerges in a gradual, 
nonlinear fashion as situated users appropriate, imitate, and rework the artifacts 
and techniques encountered within cultural landscapes. Within the social envi-
ronment, the play of everyday practice responds to continual encounters with 
the new and unfamiliar, and so informs the development and gradual evolution 
of critical subjectivity. Within technical environments, the play of everyday 
practice adapts and repurposes artifacts and spaces in ways that serve the tacti-
cal goals of situated subjects and communities, and this reservation of authority 
to shape the material conditions of everyday life promotes both innovation and 
psychological and social well-being. 

 In each of these domains, the play of everyday practice has structural 
entailments. The play of everyday practice flourishes in an environment charac-
terized by both resources and opportunity. It flourishes most fully when neither 
the content of the resources nor the precise nature of the opportunity is fully 
predictable, and when there is leeway for experimentation. The play of every-
day practice exploits imperfect alignment among the sets of overlapping con-
straints—institutional, discursive, geographic, and material—that characterize 
experienced reality. It is a function of the size and frequency of the interstices 
within grids of fixed meaning and permitted action. 

 To understand why play and rule structure are inextricably related, con-
sider a hypothetical: A major provider of media content announces that hence-
forth it will embrace fan culture by creating a venue where fans can “play” with 
the characters from a variety of popular television shows and movies. It estab-
lishes a dedicated Web site, stocks the site with preselected video clips, and 
authorizes fans who register with the site to remix the clips (but only those 
clips) at will. It announces plans to add more variety—including both more 
video clips and greater technical capability—at some unspecified time in the 
future. Advocates of greater legal freedom to remix think this behavior signals 
a positive shift in corporate culture, but they caution that it is a poor substitute 
for a less constrained remix culture that allows experimentation with a broader 
range of images and meanings. The Copyright Office needs to decide whether 
to issue a rule allowing so-called vidders to circumvent technical protection 
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measures that regulate access to audiovisual content. It has statutory authority 
to grant the exception if it concludes that creators of fanvids are “adversely af-
fected . . . in their ability to make noninfringing uses” of the protected works. In 
other words, it must decide whether fanvidders enjoy sufficient scope for play 
when they enjoy only the remix privileges that creators choose to allow.4 

 Strategic decisions by corporate intellectual-property owners to estab-
lish defined zones of authorized play are becoming more common, and are not 
confined to the realm of cultural goods. In some industrial contexts, producers 
of equipment embodying valuable intellectual property have sought to harness 
the distributed power of user creativity by authorizing innovation within certain 
clearly delineated parameters. Such projects do not necessarily accommodate 
the full range of user interests. Meanwhile, some scholars who have begun to 
study the cultural dynamics of crowd-sourced innovation argue that the cynical 
use of play tropes in the networked information environment too often conceals 
the structured exploitation of unremunerated labor.5 

 These examples remind us that “play” is a term capable of multiple, 
often competing interpretations. Rules for play can be liberating or infantiliz-
ing, productive or stifling, depending on whether they are appropriate to the 
actors and to the activity. For a variety of reasons, it makes good sense to re-
strict very young children to playgrounds and to subject children of all ages to 
appropriate rules about the nature, location, and scope of play. Geographic 
boundaries and scope rules can become more controversial when applied to 
adult play. Many meaningful activities that we count as playful occur within 
sets of constraints—consider, for example, soccer or jazz or poetry or cryptog-
raphy research. But not all constraints should be valued equally. Critically, fo-
cusing solely on whether the actor understands her own activities as playful 
can’t lead us to a meaningful rule for evaluating the quality of the constraints. 
Play is related to rule structure in a way that is inverse and inherently intersti-
tial; it is a function of the spaces that the constraints leave unoccupied. 

 Understanding capabilities for human flourishing as inextricably linked 
to the structural attributes of the networked information environment—to its 
semantic and physical architectures and particularly to its interstitial structure—
points toward three conditions that are necessary to enable their development. 
Those conditions are access to knowledge, operational transparency, and se-
mantic discontinuity. Each condition can be satisfied by a range of possible ac-
tions, but each requires action within that range. Although some features of the 
current information environment satisfy the conditions for human flourishing, 
many do not. Many of the legal and technical developments that this book has 
explored jeopardize precisely those attributes of the information environment 
that enable material agency and that facilitate the play of everyday practice. For 
a host of often well-intentioned and seemingly logical reasons, those develop-
ments seek to shrink the interstices of regulatory and informational regimes—to 
reduce the looseness of fit between individual behavior and the institutional and 
technical structures that operate to constrain and channel it. The remaining sec-
tions of this chapter explore each of the three conditions for human flourishing 
and identify types of initiatives that might reverse the trend. 
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Access to Knowledge 
 First, the development of capabilities for human flourishing requires 
access to information, including networked information resources. The access 
must be of sufficient quantity and quality to enable participation in cultural and 
social life for purposes ranging from the political to the “merely” recreational. 
In addition, the access imperative encompasses any tools and technologies that 
are or may become necessary to enjoy access. The access imperative is the sub-
ject of a growing body of commentary, so my discussion will be brief and will 
focus on highlighting major areas for reform. 

 As a preliminary matter, it is important to note that my formulation of 
the access imperative excludes several important dimensions of informational 
capability that are simply beyond the scope of this book. First, informational 
capability has social and institutional dimensions. Social literacy includes the 
information necessary to function as a member of a particular community. Such 
information is acquired by a variety of processes, only some of which involve 
access to intellectual goods. Institutional literacy includes, for example, market 
literacy—that is, knowledge about bank accounts, access to credit, and what-
ever else is necessary to survive and thrive in an economy that is increasingly 
networked and global. Second, informational capability has a political dimen-
sion that does not depend only on access to intellectual goods, but also requires 
legal safeguards for freedom of expression and political participation. Entire 
literatures are devoted to each of those topics. Here, I will focus more narrowly 
on access to the informational resources necessary for cultural, social, and po-
litical participation. 

 Both the attainment of basic literacy and the capability for ongoing cul-
tural and political participation are powerfully shaped by the ways that intellec-
tual property laws, and particularly copyright laws, mediate access to intellec-
tual and cultural resources. Copyright scholars have long recognized that a sys-
tem of proprietary rights in intellectual goods inevitably creates some “dead-
weight loss.” Simply put, if authors and publishers are entitled to demand pay-
ment, users who are either unwilling or unable to pay will lose out. Scholars 
have justified the deadweight loss by pointing to copyright’s presumed incen-
tive function. If authors and publishers are not entitled to demand payment for 
their works, they reason, copyright will cease to function as a meaningful in-
centive for production of some important cultural goods, leaving all of us the 
poorer. Neither side of that equation requires perfection, however. As we saw 
in Chapter 6, the incentive side of the equation requires reformulation; copy-
right is not the primary motivator of creative practice by situated subjects, but 
instead is more accurately described as serving an economic-organization func-
tion. Furnishing sufficient control for copyright to serve that function does not 
require unconstrained control over either pricing or use, and satisfying the ac-
cess imperative does not require free access to everything all of the time. Hon-
oring the access imperative within the framework of copyright law requires 
only enough paid access for the market-based system of cultural intermediation 
to work as a practical matter and enough free or lower-cost access to satisfy 
basic conditions of social justice. 

 Although the system of global copyright expanded its reach dramati-
cally during the twentieth century, one of the twentieth-century copyright sys-
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tem’s signal virtues was that it left unobstructed a variety of avenues for obtain-
ing free or lower-cost access to copyrighted materials. Resale markets afforded 
access to many mass-produced works at reduced prices, while public libraries 
provided free access to many different kinds of works. Both institutions func-
tioned as mechanisms for implicit price discrimination, crudely sorting users 
based on their willingness to pay while excluding no one based on inability to 
pay. The inexact sorting mechanisms of analog copyright do not simply repre-
sent analog imperfection; they performed an important access-promoting func-
tion because they were inexact. In economic terms, the consumer surplus result-
ing from that system factored importantly into the social benefits that the sys-
tem of copyright law produced. By widely distributing access to cultural re-
sources, it created a broad and deep foundation for cultural participation, cul-
tural production, and cultural progress. A more perfectly calibrated system of 
compensated access to cultural resources, which would supplant some functions 
traditionally performed by resale markets and libraries, would not produce the 
same benefits. 

 Consider the current controversy regarding the Google Book Search 
project. On one reading of the dispute, Google Book Search represents a colli-
sion between two models of full-text access to cultural works, the library and 
the bookstore. If we understand the bookstore as the default and the library as 
the exception, we might be inclined to think that a principal raison d’etre of the 
library is to fill unmonetized gaps in the system of access. In the era of full-text 
digital searches and print-on-demand availability, we might expect the two 
models of access to converge to a significant degree as the reach of monetized 
access expands. If so, we might favor sharply limiting the extent of uncompen-
sated full-text access available to library patrons. But if libraries perform func-
tions that are important and qualitatively different from the functions that book-
stores perform—functions related to distributive justice, to cultural preserva-
tion, and to the promotion of serendipitous access—then that stance would not 
make nearly as much sense. If libraries are not simply gap fillers, then we ought 
to approach the question of full-text access very differently. Rather than asking 
how libraries should accommodate the interests of publishers, we should ask 
how the functions of libraries might best be preserved in a digital world. 

 A different set of problems is presented when market formation is de-
sirable but is stymied by transaction-cost and holdout problems. In such cases, 
access can be promoted by regimes of automatic licensing. An example of the 
difference that such licensing can make comes from the realm of music copy-
right. In 1909, lawmakers concerned to foster widespread, affordable access to 
musical works instituted a system of automatic licensing for the preparation of 
sound recordings. That system, which remains in place today, led to the emer-
gence of a robust, market-based system for access to copies of recorded music. 
By the late twentieth century, however, the political climate in the United States 
had become much more hostile to the concept of automatic licensing. Legisla-
tion creating a digital public-performance right in sound recordings sharply lim-
ited the availability of automatic licensing and also created new legal obstacles 
to the formation of collective licensing organizations. In part because of the 
reluctance to embrace automatic licensing more fully, the market for access to 
digitally streamed music has developed haltingly, and innovative start-up mod-
els are rightly perceived by all parties as creating large litigation risks. The 
irony, of course, is that the major record labels that play the role of market ob-
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structionists in today’s music-copyright dramas owe their privileged legal status 
in considerable part to the catalogs that automatic licensing has enabled them to 
amass.6 Copyright reforms designed to promote market-based access should 
make automatic licensing widespread. 

 A just regime of copyright also must include strategies specifically de-
signed to enable access by users located in the global South. Scholars and A2K 
advocates have advocated a variety of measures to address persistent global 
disparities in educational capabilities. Strategies for ameliorating the North-
South access gap involve a range of reforms to national and international laws, 
and are designed to promote access to basic educational materials for free or at 
below-market rates.7 As a result of pressure from established copyright inter-
ests, however, discussions of access reform within the conceptual framework of 
the General Agreement on Tariffs and Trade have placed great emphasis on 
safeguarding private bargaining processes and have generally ignored the ques-
tion whether some markets may require baseline levels of information flow in 
order to form at all. 

 The copyright industries of the global North are right to assert that the 
development of thriving markets for copyrighted content is a desirable goal, but 
their resistance to access reforms designed to promote educational capability is 
shortsighted. As Margaret Chon puts it, “Education is fundamental to the ca-
pacity-building upon which all further progress is made.”8 And as Ruth Okediji 
notes, in developing countries “the capacity to infringe is significantly limited 
by the lack of computers to access online content.”9 The neoliberal view of the 
primacy of markets, which predominates within the international intellectual-
property system, regards strong intellectual-property protection as an essential 
precondition for cultural and technological progress. For many developing 
economies, that theory puts the cart before the horse. Bridging the digital and 
educational divides that separate developing and developed counties requires 
sustained investments in literacy and capacity-building. Without the broadly 
distributed capability to participate in the development of intellectual goods, 
some countries simply will not develop intellectual property industries at all. 
Gross inequalities in resources and education levels cannot simply be assumed 
away; such inequalities also must be starting considerations in the design of a 
global copyright regime. 

 A final important area for access reform concerns provision of the in-
frastructure necessary to enable situated subjects to enjoy the fruits of copyright 
liberalization. In an increasingly digital world, enjoying access to cultural re-
sources requires access to information networks. The A2K movement has been 
instrumental in connecting intellectual property issues to network access and 
architecture issues, reminding us that access to knowledge has dimensions that 
reach beyond intellectual property law. More specifically, the net-neutrality 
movement emphasizes the important role that nondiscriminatory interconnec-
tion policies play in securing access. In developed countries, the principal vehi-
cle for addressing access and nondiscrimination issues is national broadband 
policy. The leading empirical study of national broadband policies, conducted 
by Harvard’s Berkman Center for Internet and Society at the request of the U.S. 
Federal Communications Commission, concludes that a range of policies de-
signed to promote open access at various stages of the communication process 
“are almost universally understood as having played a core role in the first gen-
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eration transition to broadband in most of the high performing countries . . . 
[and] now play a core role in planning for the next generation transition.”10 In 
developing countries, where infrastructures are lean to nonexistent, and where 
the resources for large-scale broadband deployment typically do not exist, pol-
icy makers and entrepreneurs have experimented with an array of other mecha-
nisms for providing network access, including satellite transmissions and mo-
bile-communication platforms. 

 Access to cultural artifacts, however, does not necessarily go hand in 
hand with either the legal right or the technical ability to use them as creative 
practice requires. Some legal scholars argue that users enjoy more latitude than 
a reading of the copyright law would suggest. In particular, they assert that con-
tent owners’ increasing acceptance of “remix culture” creates a category of “to-
lerated use” upon which users can safely rely.11 That may be correct, but it is 
far too early to proclaim a stable equilibrium. Controlled “playgrounds” such as 
the one described earlier in this chapter offer corporate intellectual-property 
owners a new direction for tolerated use, and one that does not inevitably afford 
broad user freedoms. In addition, new models for cloud storage and the authen-
ticated delivery of media content may foreclose some types of use as a technical 
matter. Some scholars argue that because rights of use and reuse are necessary 
for cultural and political participation, access should be conceptualized as in-
cluding such rights.12 These scholars are right to think that not all kinds of ac-
cess are equally valuable; for exactly that reason, however, an access principle 
alone cannot provide a sufficient foundation for a just information policy. The 
need to afford latitude for situated users signals the need for a different and 
complementary principle, which relates to what I have called semantic discon-
tinuity, or interstitial flexibility within the system of legal rights, institutional 
arrangements, and associated technical controls. 

 In addition, rights of access to information and information networks 
do not necessarily correlate with rights to privacy; indeed, they more typically 
function in the opposite way. As network users become habituated to trading 
information for information and other services, access to goods and services 
takes place in an environment characterized by increasing amounts of both 
transparency and exposure. Similarly, access to the network and to networked 
information artifacts can be a double-edged sword, depending on how the net-
work and its constituent artifacts are configured. To an increasing degree, fea-
tures of the networked information environment are characterized by seamless 
opacity and highly granular authorization processes. These changes have impli-
cations for two clusters of important social values, one relating to transparency 
and accountability and the other relating to informational and spatial freedom 
of movement. Neither set of concerns can be addressed effectively simply by 
mandating access to information goods and services. Instead, human flourish-
ing in the networked information society requires additional structural safe-
guards. 
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Operational Transparency 
 To benefit fully from the opportunities that networked information 
technologies offer, network users require not only access to information deliv-
ered by networks and devices but also access to information about the way 
those networks and devices function. I will use the term “operational transpar-
ency” to refer to three distinct sets of transparency concerns, each of which re-
lates in a different way to the technical and informational operation of net-
worked processes and to the effects of those processes as experienced by situ-
ated users. Operational transparency encompasses transparency about the de-
sign and implementation ofsurveillance practices, transparency about the opera-
tion of the network’s borders and flows, and transparency about the processes 
by which network standards are designed and adopted. 

 The rationale for identifying operational transparency as a condition of 
human flourishing in the networked information society is straightforward. The 
lives of situated subjects are increasingly shaped by decisions made and im-
plemented using networked information technologies. Those decisions present 
some possibilities and foreclose others. Most people have very little under-
standing of the ways that such decisions are made or of the options that are not 
presented. In many cases, this facial inaccessibility is reinforced by regimes of 
secrecy that limit even technically trained outsiders to “black box” testing. We 
would not tolerate comparable restrictions on access to the basic laws of phys-
ics, chemistry, or biology, which govern the operation of the physical environ-
ment. The algorithms and protocols that sort and categorize situated subjects, 
shape information flows, and authorize or deny access to network resources are 
the basic operational laws of the emerging networked information society; to 
exercise meaningful control over their surroundings, people need access to a 
baseline level of information about what those algorithms and protocols do. 

 The first category of operational transparency issues relates to the sur-
veillance processes employed by both public and private entities to sort and 
categorize individuals and groups. Existing regulatory frameworks that have 
attempted to ensure transparency about the collection and use of personal in-
formation do not fully address the need for operational transparency in surveil-
lance. In the United States, most private-sector uses and transfers of personal 
data are regulated only by the Federal Trade Commission’s general prohibition 
against unfair and deceptive trade practices. Most reputable firms that deal di-
rectly with consumers do disclose some information about their “privacy prac-
tices,” but the incentive is to formulate disclosures about both purposes and 
potential recipients in the most general terms possible. This practice in turn 
shields secondary recipients of personal data, many of whom do not disclose 
information about their activities at all. In contrast, the guidelines on fair infor-
mation practices adopted by the Organization for Economic Cooperation and 
Development (OECD) and enacted as a directive by the European Union re-
quire parties that collect personal information to provide disclosures that spec-
ify the purposes for which the information will be used and any potential re-
cipients other than the original collector. They also must afford a meaningful 
opportunity to examine and correct the information.13 

 From the standpoint of operational transparency, even the more strin-
gent regulatory regime adopted in the European Union has two major defects. 
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First, the statement of fair information practices, which dates from the 1970s, 
seems to envision a series of discrete information-collection events, and is 
poorly suited to the reality of dynamic information-collection in online envi-
ronments. More fundamentally, even highly granular, dynamically-updated 
purpose and recipient disclosures would not necessarily shed light on the opera-
tional significance of collected information. Telling someone what pieces of 
information were considered for the purposes of making decisions about credit 
or medical coverage or targeted advertising provides no information about how 
that information mattered, about the other assumptions used to construct the 
operational heuristic, or about how different information would have changed 
the result. Yet such operational information makes all the difference, and liberal 
legal thinkers should have no trouble understanding why. Operational disclo-
sures are essential both for informed consumption of the goods and services 
that are offered and for open, informed debate about the processes by which 
individuals and groups are sorted and categorized. In some cases, such disclo-
sures might lead the affected individuals to change their own behavior; in oth-
ers, they might lend concrete support to calls for regulatory reform. 

 Internationally, pressure to strengthen fair-information-practice guaran-
tees is mounting. In 2011, the OECD began considering whether the fair-
information-practice guidelines require revision to reflect the realities of mod-
ern data-processing practice.14 At minimum, such reforms should address the 
problems of dynamism and operational significance. For a guarantee of trans-
parency to be meaningful, people who are the subjects of information process-
ing need enough information to enable them to understand more accurately 
both how items of information in their own profiles will be used and more gen-
erally how particular types of decisions are made. 

 A second category of operational-transparency concerns relates to in-
formation about the network’s geographies of accessibility. As we saw in Chap-
ter 8, those geographies are increasingly opaque to network users, concealed by 
the seamless operation of autonomic technologies. Most ordinary network users 
have little understanding of how networked information processes work, yet 
those processes mediate access to an increasingly broad range of public and 
private services. Danielle Citron’s important work on “technological due proc-
ess” explores the use of networked information technologies to perform a vari-
ety of public functions traditionally associated with government, ranging from 
the tabulation of election results to eligibility assessments for benefits. Citron 
argues persuasively that guarantees of due process that apply to government 
action should be extended into the realm of network architecture.15 A regime of 
technological due process would require the public provision of meaningful 
information about the ways that traditionally public functions are performed, 
and would extend that requirement to the capabilities of technical systems sup-
plied by private contractors. In addition, it would increase accountability by 
imposing strict audit requirements and authorizing legal challenges to inade-
quate disclosures. 

 As we have seen, though, operational-transparency requirements that 
apply only to the public sector are not enough to achieve operational transpar-
ency of the network as experienced by situated users. Geographies of accessi-
bility and inaccessibility are comprehensively mediated by proprietary plat-
forms and algorithms. Frank Pasquale has proposed that search engines be sub-
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jected to a regime of “qualified transparency,” which would mandate disclosure 
of their practices for filtering and displaying search results. As Pasquale ex-
plains, such a regime need not involve unrestricted public disclosure of trade-
secret information in order to effectively convey to individuals the information 
that they need.16 Various devices are available to protect commercially impor-
tant secrets from general disclosure, including disclosure to an ombudsman or 
expert panel that would verify the accuracy of publicly reported operational 
information. By analogy, policy makers could design similar regimes of quali-
fied transparency for the other technologies discussed in Chapter 8, such as 
nascent rights-management systems that pair cloud storage with plug-and-play 
portability, or the regimes of unremarkable computing envisioned by designers 
of networked artifacts. 

 The final category of operational-transparency concerns relates to the 
processes by which general network standards are developed and implemented. 
As we saw in Chapter 8, both secrecy and technical mystification tend to frus-
trate sustained public scrutiny of standards processes and their outputs. Some of 
those standards, such as the basic Internet Protocol, are matters of great public 
concern. For such standards, the public interest in operational transparency is 
not satisfied by providing for qualified transparency after standards have been 
determined. In her study of the political struggles surrounding the development 
of IPv6, Laura DeNardis concludes that best practices in Internet-standards 
governance require commitment to a standard that is “open in its development, 
open in its implementation, and open in its use.”17 A policy of nominal open-
ness toward interested and technically skilled participants is not enough to sat-
isfy the first criterion. Even bodies like the Internet Engineering Task Force, 
which has maintained a strong commitment to open standards development, 
must confront “intrinsic barriers to participation related to technical expertise, 
language, funding, and culture.”18 Adequate operational transparency requires 
the design of participatory mechanisms that take those barriers into account. To 
achieve openness in implementation, DeNardis recommends open publication 
of and royalty-free access to general network standards. A well-designed re-
gime of qualified transparency, tasked with identifying and disclosing depar-
tures from such standards, would work to ensure openness in use. 

 This preliminary analysis of operational-transparency interests leaves 
unanswered important questions about the dividing line between those technical 
protocols that should be subject to open-process requirements and those that 
should be subject only to the less stringent requirement of qualified transpar-
ency. Strategies for designing both types of regimes, and for generating in-
creased commitment to open development processes, are important subjects for 
future research and experimentation. Ideally, a well-designed regime of quali-
fied transparency would exert upward pressure on development practices, 
bringing to the public’s attention the existence and capabilities of proprietary 
protocols that shape networked information processes and generating systemic 
pressures toward even greater disclosure. 

 Even high levels of operational transparency, however, would not nec-
essarily equip networked individuals and communities with the resources to 
counter continuing interstitial shrinkage in the legal and institutional frame-
works that regulate access to and use of information and information networks. 
Imagine that existing delivery systems for copyrighted content have been re-



Chapter 9, Configuring the Networked Self, © 2012, Julie E. Cohen 

 

13 

 

placed by a system for cloud storage and automated delivery to users wherever 
they are located via a variety of fixed and mobile devices. The pricing structure 
is clear and uncomplicated, and the delivery mechanisms are effective and 
largely bug free. The delivery system incorporates clearly disclosed technical 
rules that authorize the consumptive use of media content for which access fees 
have been paid, but that do not authorize copying for other uses. Or imagine a 
clear rule stating that a provider of financial services may purchase whatever 
information it wants about individuals, may incorporate that information into its 
algorithms governing credit availability and pricing as it sees fit, and may sell 
the information to whoever it wants. Individuals are told exactly how their 
transactional and personal histories will affect their eligibility for various finan-
cial services and interest rates. 

 In both of these examples, the rules are clear and transparent—and in 
that respect, they represent some improvement over current practice in both 
areas—but the interstitial flexibility that they afford for the processes of crea-
tive practice and subject formation is minimal. These examples illustrate that, 
like access, operational transparency may be a necessary condition for human 
flourishing in the networked information society, but it is not a sufficient condi-
tion. The examples of what operational transparency does not cover point to a 
third structural condition for human flourishing, which relates to whether the 
legal and technical rules that govern access to and use of information resources 
contain sufficient interstitial complexity to facilitate cultural mobility, the 
boundary-making processes of privacy, and the play of material practice. 

 

Semantic Discontinuity 
 In an age characterized by increasingly seamless and granular regula-
tion of information access and use, and by increasingly precise efforts to moni-
tor and predict individual behavior with comparable seamlessness and granular-
ity, preserving adequate room for play within the domains of culture, subject 
formation, and material practice requires regulatory and technical interventions 
designed to foster what I will call “semantic discontinuity.” Semantic disconti-
nuity is the opposite of seamlessness: it is a function of interstitial complexity 
within the institutional and technical frameworks that define information rights 
and obligations and establish protocols for information collection, storage, 
processing, and exchange. Interstitial complexity permeates the fabric of our 
everyday, analog existence, where it typically goes unappreciated. Its function, 
however, is a vital one. It creates space for the semantic indeterminacy that is a 
vital and indispensable enabler of the play of everyday practice. 

 Systems of logical reasoning that derive from the tradition of Enlight-
enment rationalism have enormous difficulty in acknowledging the importance 
of semantic discontinuity. Instead, instances of semantic discontinuity tend to 
be conceptualized as imperfections that detract from the realization of legal, 
market, and technical ideals. More specifically, in thinking about the optimal 
regulatory structures for the networked information society, law- and policy 
makers are caught in a tug-of-war between two logical principles that together 
operate to deprive the networked self of the shelter afforded by interstitial com-
plexity. The first principle holds that a system of law should neither draw nor 
respect lines between different types of conduct unless those lines can be justi-
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fied by reference to first principles. A canonical statement of this principle is 
Oliver Wendell Holmes’s injunction that the role of the law is to make rules for 
the “bad man,” who will exploit semantic or technical loopholes in any way 
that he can.19 The second principle holds, at times paradoxically, that a system 
of law governed by principles of rationalism and provided with enough infor-
mation can derive the right system of rules to govern individual conduct. 

 To a considerable extent, it is the push and pull between the logician’s 
skepticism and the technocrat’s confidence that produces the dynamic that this 
book has explored. Unwilling to acknowledge a potential conflict between cop-
yright and creativity, we demolish assertedly arbitrary boundaries that limit 
copyright scope while at the same time insisting on the possibility of defining 
properly tailored limitations and exceptions to shelter the lawful activities of 
users. Unwilling to acknowledge a potential conflict between unlimited flows 
of personal information and sound social and economic policy, we eliminate 
seemingly arbitrary restrictions on the collection, processing, and exchange of 
personal data while at the same time insisting on the possibility of protecting 
autonomy by means of narrowly defined zones of personal privacy in appropri-
ate cases. In so doing, we implicitly accede to technocratic regimes of private 
governance organized around the processing of personal information. Together, 
these attitudes produce a schizophrenic approach to the design of network ar-
chitectures. In some cases, we prize technical openness; in others, technical clo-
sure. 

 As we have seen, the continuities of information flow imposed by 
emerging market and legal institutions signal institutional realignments that are 
not simply logical or technical, but also and more fundamentally political. 
Those realignments enhance the power of actors and institutions that benefit 
from commercially continuous flows of cultural and personal information. At 
the same time, they diminish the ability of individual users and communities of 
practice to encounter and interact with flows of culture, and to pursue contextu-
ally specific practices of self-definition, in patterns that form and re-form more 
organically. Powerful actors that benefit from emerging regimes of authoriza-
tion argue that it is unrealistic to expect the rhythms of digitally mediated life to 
match earlier ones; users who want the freedoms that new communications 
technologies bring should be prepared to make some sacrifices. But that argu-
ment confuses two kinds of inevitability: the fact that emerging patterns of in-
formation flow serve powerful economic and political interests, and thus might 
have been predicted by anyone paying attention to the distribution of incen-
tives, does not make the patterns natural or just. 

 A commitment to human flourishing in the networked information so-
ciety requires an effort to reverse, or at least cabin, the tendencies toward seam-
less continuity within legal, market, and technical infrastructures for informa-
tion exchange. In making law for the bad man, we must not lose sight of the 
fact that we are also making law for the good person and for the good society 
more broadly. Creativity, critical subjectivity, and everyday practice flourish in 
conditions of (partial) unpredictability, and humans require creativity, critical 
subjectivity, and everyday practice to flourish. With practices this foundational 
at stake, freedom can consist in privileging discontinuity for its own sake. 

 



Chapter 9, Configuring the Networked Self, © 2012, Julie E. Cohen 

 

15 

 

Participation within Cultural Landscapes 
 Chapter 4 argued that copyright law- and policy making should fore-
ground the everyday practice of situated users and the constrained yet open-
ended process of working through culture. Copyright creates the legal founda-
tion for capital investment in cultural production, and that function is an impor-
tant one both economically and culturally. At the same time, culture requires 
room to move, and its movement benefits all who participate. Copyright should 
be understood as striking a balance not between present authors and the abstract 
“public” but rather between the near-term goal of creating economic fixity and 
the longer-term goal of fostering cultural mobility. So understood, the system 
of copyright requires the deliberate introduction and maintenance of legal and 
institutional discontinuities that shelter cultural play. 

 Copyright law purports to recognize a discontinuity principle, but in-
creasingly pays only lip service to it. The contemporary approach to defining 
copyright rights assigns owners broad and often overlapping rights and then 
subjects those rights to narrow, situation-specific exceptions and limitations. 
The formulation of rights reflects what I have described as the logician’s skep-
ticism; it is deeply suspicious of approaches that might exclude new modes of 
expression or foreclose newly developing markets. In the realm of exceptions 
and limitations, however, law- and policy makers become mysteriously confi-
dent in their ability to define criteria for unremunerated uses in precise, granular 
terms, without regard to the inherent unpredictability of future events that might 
threaten such uses. Taking their guidance from these attitudes, courts interpret 
rights in an expansive fashion and construe exceptions narrowly. Both halves of 
this approach reflect a near allergy to logical gaps in copyright’s coverage. 
Copyright rights have a protean quality, expanding into every avenue of poten-
tial profit. With one significant exception, copyright limitations generally have 
not demonstrated a parallel capacity to evolve as technologies change. 

 Copyright scholars and A2K advocates have advanced a variety of pro-
posals for recalibrating the copyright balance. Those proposals generally fall 
into four categories. First, many argue that courts can and should interpret the 
fair use doctrine more expansively, developing a jurisprudence that would more 
predictably privilege a broader variety of uses. Second, advocates of fair use 
reform often argue that identifiable communities of practice—documentary 
filmmakers or fanvidders, for example—should develop statements of “best 
practices” that judges might consult for guidance. Third, copyright scholars 
have proposed statutory reforms to copyright formalities intended to speed the 
transfer of certain types of copyrighted content to the public domain. Fourth, 
the Creative Commons movement and similar open-access movements have 
sought to encourage more widespread use of open licensing regimes by which 
copyright holders can permit various uses of their works that satisfy particular 
criteria. All these proposals represent very good ideas. Without more, however, 
they are unlikely to yield the sort of meaningful recalibration that creative prac-
tice requires. 

 Within the U.S. legal system, the fair use doctrine has been the impor-
tant exception to the general consensus that limitations on copyright must be 
narrow and precisely defined. Fair use shelters some uses in a way that purports 
to be open ended and sensitive to the ultimate value of the use in question. In 
practice, however, the shelter that fair use affords for everyday practice is not 
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nearly as capacious as users tend to assume. Businesses and courts uncomfort-
able with open-ended exceptions have developed interpretive rules designed to 
make fair use more manageable. Those rules have operated to constrain user 
privilege within relatively narrow channels. They privilege uses that are clearly 
identifiable as criticism, parody, or biography, but do not reliably privilege 
many other forms of reworking that are central to contemporary creative prac-
tice, including allusion, homage, and pastiche, nor do they reliably privilege 
copying that situated users might undertake for other, less directly expressive 
reasons. In cases involving the literal copying of small excerpts—for educa-
tional use, for inclusion in a documentary, or for any number of other pur-
poses—a practice has emerged of licensing “clearances.” Courts cite these 
emerging licensing markets as justifications for rejecting fair use arguments, 
producing a cycle of “doctrinal feedback” in which the zone of fair use continu-
ally shrinks.20 

 Although some aspects of fair use practice are probably amenable to 
reform, this history suggests that fair use likely cannot function as the general-
purpose exception that some A2K advocates have envisioned. Even if courts 
took steps to end the problem of doctrinal feedback, the culture of licensing 
likely would persist because that culture is not only or even primarily a judicial 
creation. The culture of licensing is first and foremost a risk management cul-
ture; it is the by-product of culture facilitators’ demand for clear rules with 
which to structure their dealings. Best-practice statements that are clear, con-
cise, and aggressively promoted can counter that demand to some extent, but 
they confront a chicken-and-egg problem; to work most effectively, they must 
interrupt licensing norms at their inception. In addition, the best-practice model 
requires a community that is sufficiently well established to begin with. For the 
ordinary situated user of copyrighted content, who has only what Larry Lessig 
describes as “the right to hire a lawyer,” best-practice statements offer little re-
alistic possibility of shelter.21 

 Proposals for the “reformalization” of copyright and the adoption of 
open licensing norms, meanwhile, would simply reinforce the relative power of 
mass commercial culture. Consider, for example, the proposal that United 
States revert to a rule requiring renewal of copyright after an initial fixed term, 
or the proposal that it reinvigorate copyright registration and notice rules by 
making compliance with formalities a condition of claiming enhanced reme-
dies.22 To an overwhelming degree, copyright owners of mass commercial cul-
ture would take advantage of such rules, while many individual proprietors of 
copyright would not. Similarly, open-access initiatives such as Creative Com-
mons have achieved very little penetration within the core domains of mass co-
pyrighted culture, and those regimes often impose other transaction costs of 
their own.23 Under either proposal, therefore, the common cultural baseline es-
tablished by mass commercial culture most likely would remain off-limits to 
many forms of creative play. That result does not serve situated users’ need to 
interact meaningfully with the constituent elements of the cultural landscape 
that surrounds them. 

 A different kind of strategy for privileging certain kinds of use would 
involve defining the copyright rights themselves in a more limited fashion. 
When confronted with this possibility, most copyright lawyers and scholars 
automatically resist it. If pressed, some will concede that copyright owners 
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would not be materially worse off than they are now if they enjoyed only the 
right to control commercial exploitation of their works. Unremunerated but 
commercially harmful uses, such as P2P file sharing, could be addressed by 
defining the rights to include any exploitation that has significant commercial 
impact. Similarly, some U.S. copyright lawyers are willing to entertain the pos-
sibility of reformulating the derivative-work right as an adaptation right as long 
as it includes language that clearly signals the reservation of reasonably ex-
pected and commercially significant adaptations to the copyright owner. Com-
mercial significance, though, is one of the most notoriously elastic concepts in 
copyright jurisprudence; it rapidly expands to cover everything in sight. Even in 
cases where evidence of commercial harm is deemed speculative, courts usually 
think it is important to leave the door open to a finding of harm later.24 We 
might therefore be reasonably confident in predicting that rights defined by ref-
erence to commercial expectations, and unconstrained by any definite outer 
boundary, would be subject to continual judicial expansion. 

 In short, copyright lawyers and policy makers can talk the talk of limit-
ing rights in the interest of “balance,” but when it comes to actually ratcheting 
back the scope of copyright rights in any meaningful way, they become oddly 
reluctant to make changes that might affect the copyright owner’s future bottom 
line—even though they can’t predict whether there will actually be an effect or 
how much effect there might be. One reason for this reluctance, which is well 
understood by copyright scholars, is what we might call a naive restitutionary 
impulse—the idea that commercial gain to anyone else constitutes an injury 
that demands compensation so the copyright holder can be made whole.25 If we 
need to adopt a broad reading of one or the other of the copyright exclusive 
rights to do this, then we should do it. However, the reluctance to limit rights 
does not depend entirely, or even principally, on the restitutionary impulse. 

 The more fundamental reason that copyright judges and policy makers 
resist setting meaningful limits has to do with the form of reasoning that our 
legal culture prizes most highly. It is best illustrated with an anecdote. Upon 
occasion, I have asked groups of upper-level law students to describe their ex-
am-taking strategy. I ask them to imagine that they are taking an exam in some 
other, non-copyright-related subject—torts, or maybe constitutional law—and 
that they have been presented with a long, complicated fact pattern and been 
asked whether the plaintiff can succeed on any of a number of theories of relief. 
Then I ask whether they think they would get better grades by arguing that the 
plaintiff should succeed or fail. Except for the odd contrarian, who seeks to 
stand out by going against the trend, the students tend to believe that unless the 
professor has signaled a clear preference for a different strategy, they will get 
better grades by attempting to show how the plaintiff could succeed, even if it 
required an expansion of the grounds recognized by the law as basis for recov-
ery. 

 That my students think the way they do about exam performance is no 
accident. We—I and my colleagues in law teaching—have taught them to think 
that way. To some extent, their response reflects successful internalization of 
the common-law method, in which the definition of legal rights proceeds by 
flexible incrementalism. But my students also understand arguments for exten-
sion as demonstrating both more technical creativity—more skill at lawyer-
ing—and more “true” understanding of the subject matter. You “really” under-
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stand torts or constitutional law or whatever when you can explain why a par-
ticular right “really” extends to cover situations in which it has never before 
been applied. Within the U.S. legal system, at least, the extension of rights and 
remedies into new territory is the essence of what lawyers do, and skill at it is a 
key indicator of professional and intellectual excellence. 

 That belief system, in turn, is both an intellectual legacy of Enlighten-
ment rationalism and a more direct descendent of twentieth-century legal real-
ism. The understanding of rights as narrow entities with fixed limits has be-
come identified with the irrationality of nineteenth-century classical legal 
thought and the formalist categories on which it relied. At its inception, the re-
alist project was both philosophical and political; it sought to show that limited 
understandings of legal rights and obligations served fundamentally antipro-
gressive ends. Over time, however, the reformist impetus waned and was re-
placed by a positivist antiformalism.26 Within the context of the original realist 
project, it made particular sense to interpret limits on rights and remedies as 
arbitrary fictions propped up by a discredited set of intellectual and political 
commitments. Positivist antiformalism affects a more neutral stance, resisting 
doctrinal distinctions that appear to have no foundation in logic. The 1976 
Copyright Act and most other contemporary copyright laws and treaties are 
realist documents in this latter sense: they subordinate careful consideration of 
the balancing problems involved in copyright policy to the goal of drafting 
rights in a way that avoids artificial constraints. Within U.S. copyright circles, 
to suggest deviating from a baseline of broad entitlements subject to narrow 
limitations is to evoke the much-reviled categorical structure of the law that the 
1976 Act replaced, the 1909 Copyright Act, which doled out narrower rights in 
an ad hoc, historically contingent fashion. 

 The limits of a legal methodology that treats limited rights as logically 
and intellectually disrespectable are particularly evident in contexts in which it 
is necessary to balance competing, equally important interests. If we think 
about the patchy, incomplete structure of the 1909 act from the perspective of 
the creative process, its logically discontinuous structure was a feature, not a 
bug. The 1909 act was a product of its time, a deeply formalist text whose 
authors understood, for example, “lectures” and “essays” as performing lexi-
cally different functions. That structure reflected a way of thinking about crea-
tive works that cannot, and likely should not, be recaptured. But principled in-
sistence on real limitations is an intellectual stance that deserves better treat-
ment. Creative practice flourishes most fully under conditions that permit un-
expected encounters with new information and that provide room for rework-
ing, tinkering, and other forms of creative play. As we saw in Chapter 6, the 
forms of creativity that we prize in artistic and intellectual endeavor, and that 
we cite when talking about what we expect the copyright system to protect, of-
ten turn out to depend centrally on imitation and reworking. From the perspec-
tive of creative practice, a legal regime characterized by formally incomplete 
rights—by logical gaps that permit at least some uncontrolled access and use—
comes closer to solving the balancing problem that copyright confronts. 

 The 1909 act thus suggests a more general template for achieving se-
mantic discontinuity in copyright law and practice: a copyright regime con-
cerned with the balance between economic fixity and cultural mobility should 
replace broad, all-encompassing statutory provisions and generous, judicially 
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created tests for infringement with narrower, clearly delimited formulations of 
copyright rights separated by deliberate gaps representing uses that are reserved 
in the service of cultural play, regardless of commercial consequence. 

 First, a regime of copyright recalibrated to prize and facilitate play 
should create broad zones of what Jessica Litman has called “lawful personal 
use”—uses of copyrighted works that are reserved to the situated user regard-
less of whether regimes of authorization might be developed to monetize them. 
Zones of lawful personal use should be defined using the sort of broad statutory 
language that until now has been reserved for the definition of copyright rights. 
A statutory provision for lawful personal use also should avoid subjecting such 
uses to a rigid form of the public-private distinction, such as the one that quali-
fies the current statutory definition of public performance. Many personal uses 
do occur in private spaces, but personal uses do not occur only at home or 
among a family and its circle of social acquaintances. They occur at work, at 
school, on trains and airplanes, and in many other places. Here copyright can 
usefully draw lessons from recent privacy scholarship’s emphasis on the impor-
tance of context: like privacy, lawful personal use is subject to norms of contex-
tual appropriateness and flow; copyright should recognize and respect those 
norms.27 

 Second, a regime of copyright recalibrated to facilitate play should 
sharply limit copyright owners’ rights to control adaptations and remixes by 
third parties. It should do so by enumerating, in a fashion designed to emulate 
the 1909 act’s discontinuous style, the list of adaptations to which copyright-
holder control is permitted to extend. The list should not simply ignore fan-
works and other examples of remix culture, as current copyright law now does, 
but should clearly reserve a broad range of remix privileges to users. Elsewhere 
I have written about how copyright law might apportion sequelization rights, 
reserving for authors the right to develop for commercial exploitation continua-
tions of the original story while permitting users to experiment with fanworks 
and also to develop for commercial exploitation new stories set in other 
authors’ fictional worlds.28 In other cases—derivations of visual artworks or 
musical works, translations, and so on—the law should specify a similar appor-
tionment and should instruct courts to safeguard the interests of users when de-
ciding cases that fall near the boundary. 

 Third, in a regime of copyright recalibrated to facilitate play, rules 
about the privileges and obligations of information intermediaries should be 
designed with the balance between fixity and play in mind. They should facili-
tate, rather than impede, the efforts of intermediaries such as digital libraries 
and search engines to organize information and present search results in ways 
that are useful. The Google Book Search project is a paradigmatic example of 
the sort of use that should be permitted to both Google and would-be competi-
tors because of the extraordinary social benefits it will produce. In addition, 
copyright law should set strict limits on indirect liability and technical-
protection rules that cast a chill over the development of new technologies, in-
cluding user-driven innovations. As we have seen, the problem is not simply 
that technology developers risk infringement liability for giving users too much 
flexibility, but also that the ongoing, legally mediated realignment of technol-
ogy markets encourages technology providers to overcompensate in the oppo-
site direction, giving users too little flexibility. A properly constructed regime 
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of indirect liability would seek to minimize both risks by explicitly inserting the 
legitimate interests of users into the liability calculus. 

 Reforms such as these, designed to restore interstitial complexity with-
in the copyright system, would equip situated users of copyrighted content with 
the legal standing to direct flows of culture according to their own legitimate 
expectations and needs, and thereby to participate in the culture evolving 
around them. For exactly that reason, such reforms also would go a long way 
toward curing the legitimacy crisis that the copyright regime currently con-
fronts. Although that crisis has resulted in part from market and enforcement 
behaviors that users perceive as abusive, it is also fueled by the copyright in-
dustries’ habitual practice of normative overclaiming. Situated users are told 
that copyright is itself the font of all creativity, even as they daily experience 
that claim to be false. Clearer acknowledgment of limitations on what the copy-
right system can claim for itself would produce greater public respect for those 
claims. 

Boundary Management within Social Landscapes 
 Chapter 6 developed a working definition of privacy as the process of 
differential boundary management by situated subjects and argued that privacy 
so defined is an indispensable enabler of the process of subject formation. In 
the case of privacy, the fixity that threatens emergent subjectivity is bound up 
with constitutive ideologies about the relationship between information proc-
essing and truth, and about the primacy of individualized treatment. While the 
ability to identify individuals persistently and accurately is important for some 
purposes, a just regime of information policy also must seek to provide the 
breathing room that critical subjectivity requires. Contextual integrity requires 
interstitial complexity; privacy law and policy should reinforce and widen gaps 
within the semantic web so that situated subjects can thrive. 

 Although privacy law purports to recognize a discontinuity principle, 
that principle operates primarily to protect small islands of concededly “inti-
mate” or “sensitive” information and correspondingly small enclaves of ac-
knowledged physical seclusion. In an age of distributed information processing, 
moreover, even those islands are fast eroding. As we saw in Chapter 3, dis-
course about surveillance practices and privacy laws operates primarily in the 
mode of technocratic confidence. Both private and public actors believe that if 
we can just collect enough information about people, the route to enlightened 
decision making in the realms of both profit and policy will be revealed. The 
information-processing imperative dictates that if more information can be col-
lected and incorporated into predictive profiles and algorithms, it should be. We 
can be deeply troubled by particular uses of information but still believe, equal-
ly deeply, that the cure for misuses is even more and better information. Dis-
rupting the information-processing imperative violates an implicit equation that 
is fundamental to the paradigm of liberal political economy: information equals 
truth. 

 Discourse about privacy protections, meanwhile, operates in the minor 
key of logical skepticism. The information-processing imperative has an impor-
tant corollary, which I will call the “Luddism proviso”: predetermined limits on 
information processing are a manifestation of irrationality, and those who en-
dorse them are fundamentally antiprogress. Some kinds of information are 
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more private than others, but to the extent that privacy protection for particular 
items of information can be made to appear arbitrary—because the information 
is relevant to a contracting party’s decision to provide services, because its 
sharing might enable valuable efficiencies, or because it has already been dis-
closed to somebody else anyway—existing legal restrictions begin to fall away, 
and new, more effective privacy protections fail to materialize. 

 Consider, for example, the privacy provisions of the Gramm-Leach-
Bliley Act, which governs the collection and exchange of information by U.S. 
financial institutions. Some legislators and privacy advocates favored restrict-
ing the extent to which such institutions could share customers’ personal infor-
mation with both affiliated and nonaffiliated companies. Lobbyists argued that 
such a rule would raise costs to firms seeking to market, and consumers seeking 
to comparison shop for, financial services. The bill reported from committee in 
the House of Representatives included an opt-out rule covering both affiliates 
and nonaffiliates. As finally enacted, the opt-out rule covers only information 
sharing with nonaffiliates. It permits information sharing with affiliates without 
limitation, on the implicit presumption that information given to one member of 
a corporate “family” isn’t private as far as the other members are concerned.29 
Since both vertical and horizontal integration are widespread in the U.S. finan-
cial services industry, this rule facilitates an enormous amount of information 
sharing. 

 Next, consider the “deidentification” standard promulgated under the 
Health Insurance Portability and Accountability Act (HIPAA), which author-
izes disclosure to third parties of data that includes birth year and partial zip 
code information. When combined with information from other readily avail-
able data sources, such entries can be reidentified with relative ease.30 Inter-
ested parties have resisted additional restrictions on data disclosure, citing the 
need to conduct accurate population research. The specific nature of that need is 
left strategically vague, and the larger structure of privacy discourse allows it to 
remain that way. From a social welfare standpoint, not all needs are equal. We 
might think, for example, that medical researchers have greater need for popu-
lation data than marketers of personal-care products do. To that extent, the draf-
ters of the HIPAA rules agreed with the unequal-value proposition; medical 
researchers may acquire fully identified data if they observe other confidential-
ity requirements.31 Yet they do not appear to have considered seriously whether 
some “population research”—for example, research designed to identify the 
population of potential customers for adult incontinence products, or research 
designed to develop more precise differential health-insurance pricing—has so 
little social value that we should not worry unduly about frustrating it. 

 Privacy scholars and advocates have advanced a variety of proposals 
for more effective protection, but proposals to impose substantive limits on in-
formation processing and sharing tend to make A2K advocates uncomfortable. 
Many U.S. legal scholars and technology commentators have tended to think 
that privacy problems can be addressed in a less heavy-handed fashion by giv-
ing people access to “privacy-enhancing technologies,” such as services that 
enable anonymous Internet browsing, and by providing more comprehensive 
information about the privacy practices of public and privacy entities.32 As the 
Gramm-Leach-Bliley and HIPAA examples illustrate, however, neither pallia-
tive affords meaningful shelter in the thousands of everyday contexts in which 
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one must supply personal information in order to engage in ordinary transac-
tions and receive important services. 

 But the liberal-rationalist tradition is not solely to blame for the domi-
nance of the view that equates individualized information with truth and anti-
individualization rules with antiprogressive animus. Liberal political theory’s 
discourse of rights and human dignity also emphasizes individualized treatment 
at moments of decision. Privacy scholars sometimes draw explicit contrasts 
between aggregated treatment and individual dignity; thus described, the prob-
lem is not simply that invasions of privacy objectify individuals, but that they 
do so in a way that denies individuality itself, filtering out potentially individu-
ating elements of context and subjecting individuals to categorical judgments. 
Yet that mode of reasoning about privacy contains the seeds of its own undo-
ing. When the dignity interest is formulated in terms of a right to individualized 
treatment, it becomes difficult to argue that making health coverage or financial 
decisions based on highly granular profiles is fundamentally unjust. 

 The reluctance to make normative decisions about the limits of infor-
mation processing is not well founded. First, a wealth of historical evidence 
undercuts the rationalist faith in the inevitable link between information proc-
essing and truth. Innovations in information processing are not invariably 
linked to just and wise social policy. Automated census technologies have been 
used to facilitate persecution and genocide, and automated surveillance tech-
nologies to support regimes of political repression.33 Law- and policy makers 
tend to understand these examples as instances of conceptually unrelated (and 
morally repugnant) social ideology run amok. On that understanding, the prob-
lem is that bias occasionally diverts rationalism from its true course. But distin-
guishing rationalism from bias requires an omniscience that situated policy 
makers do not possess. 

 The insistence that dignitary concerns inevitably require individualiza-
tion is equally curious. In the era of automated personalization, we have come 
to realize that individualization is not a sufficient condition of dignified treat-
ment. The new personalized information services enabled by the semantic web 
are highly individualized, but still make judgments in formulaic and sometimes 
objectifying ways. Yet we have continued to act as though individualization is a 
necessary condition of dignified treatment. Scholars who study the moral di-
mensions of profiling argue that the notion of individualized treatment is inher-
ently slippery because we cannot avoid inferring individual characteristics from 
group attributes.34 On that account, the notion of perfectly individualized treat-
ment is fictive, an unattainable ideal. It seems more sensible to inquire whether, 
both practically and theoretically, the ideal of individualized treatment simply 
cannot support the normative weight it has been asked to bear. Critics of the 
individualist tradition in liberal jurisprudence have long argued that it devalues 
other strands in our moral tradition that are predicated on equality and that are 
emphasized within the capabilities approach. In a world of increasingly ubiqui-
tous information processing, perhaps the theory of privacy as room for bound-
ary management can help point the way toward a different way of thinking 
about the requisites of human dignity. 

 If individualized treatment is not necessarily dignifying, perhaps the 
reverse is also true: perhaps dignifying treatment is not necessarily individual-
ized. Put differently, if individualized treatment can be dignifying or objectify-
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ing, perhaps the same is true of aggregated treatment. Decisions affecting indi-
viduals and groups within society can be classified as individualized or aggre-
gated, and as dignifying or objectifying, but the pairs of attributes need not al-
ways align in the same way. Legal and policy decisions affecting individuals 
and groups can be conceptualized using a matrix (below) that allows for the 
possibility of actions that are both aggregated and dignifying. Within privacy 
law and theory, as within liberal political theory more generally, the lower right 
quadrant of the matrix is undertheorized. It is occupied principally by the 
claims of various identity groups to equal protection of the law, but its potential 
extends far beyond such claims. An important purpose of privacy law and pol-
icy is to populate that quadrant of the policy matrix, advancing the concept of 
dignifying aggregation in a way furthers a more general, non-identity-based 
claim to the right to develop capabilities for human flourishing. 

 Objectifying Dignifying 

Individualized Profiling; Semantic Web Web 

Web 

Due Process 

Aggregated Bureaucracy; “One-size-fits-
all” 

Equal Protection; Pri-
vacy 

 So conceptualized, a “just aggregation” principle underwrites an equal-
ity-based right to avoid individualized treatment, including both practices 
aimed at transparency and practices aimed at exposure. The situated subject 
requires protection against information-processing practices that impose a grid 
of highly articulated rationality on human activity, and against the reordering of 
spaces to institute norms of exposure and collective objectification. Against a 
background of increasing convergence, effective legal protection for privacy 
requires interventions aimed at preserving the commercial, technical, and spa-
tial disconnects that separate contexts from one another. Policy interventions 
designed to promote semantic discontinuity should operate both information-
ally, by disrupting the grid, and spatially, by affording shelter. And on this un-
derstanding of privacy’s purpose, privacy consists in the setting of limits pre-
cisely where logic would object to drawing lines. 

 A regime of discontinuity-based privacy protection informed by a just-
aggregation principle would set stringent limits on the collection, use, retention, 
and transfer of personal information. Such restrictions in the United States too 
often reflect a purely proceduralist conception of consumer protection that re-
volves around notice and consent. Many other countries provide more meaning-
ful protection, but have struggled to enforce privacy guarantees against data 
processors located outside their borders. For privacy protection to be effective 
in preserving room for emerging subjectivity, privacy guarantees must be sub-
stantive and global, aimed at introducing more than modest amounts of intersti-
tial complexity into the semantic web. 

 For most cases involving use of personal information by commercial 
and nonprofit entities, a data fiduciary model based on fair information prac-
tices establishes a baseline standard for protection.35 Some aspects of this pro-
tection might be waivable, but the conditions of waiver would need to be 
strictly defined and highly granular so that waiver could not become a tool for 
routine evasion of privacy obligations. In the Gramm-Leach-Bliley example 
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discussed above, information sharing with both affiliates and nonaffiliates 
could proceed on an opt-in, unbundled (per-recipient) basis, subject to the op-
erational-transparency requirements described earlier in this chapter. Where 
transfer is allowed, however, transferred information must be subject to strict 
purpose limitations, nonwaivable prohibitions on further transfer, and manda-
tory data-destruction rules. As Paul Ohm explains, some potential recipients of 
personal data are more trustworthy than others; to ensure compliance with pri-
vacy restrictions, privacy regulators should develop a system for certifying 
trustworthiness and prohibiting transfers to uncertified recipients.36  The pri-
mary data fiduciary, meanwhile, would be subject to similar limits in its own 
uses of information. More particularly, either the law or implementing regula-
tions would set restrictions on the types of personal information that the institu-
tion could use in making decisions about pricing and other terms of service. 

 Because privacy expectations and needs vary contextually, this basic 
structure would require modification for at least the following four special cas-
es. First are contexts in which situated subjects’ own well-being requires the 
collection, long-term retention, and more widespread sharing of individualized 
personal information. The most compelling example of such information is 
health-related information, which must be collected, kept, and often shared in 
order to enable successful treatment. In such circumstances, the governing law 
should waive data-destruction requirements and should permit data transfer as 
necessary for the effective provision of treatment, but should impose robust 
security requirements for information access and storage and should subject 
data custodians to periodic, publicly disclosed audits. Government entities that 
need to maintain and share certain permanent records, such as property records, 
benefits records, and judicial dockets, should be excused from data-destruction 
requirements, but should be required to redact designated categories of infor-
mation before making the records available to the public. 

 The second special case involves databases used in research, including 
research on medical, public health, and social welfare issues. As noted above, 
the initial experience with data deidentification requirements has shown that 
data sets are much easier to reidentify than had been thought. In part, this re-
sults from the widespread public availability of partial data sets that can be 
cross-linked and correlated; many of the other proposals advanced here would 
reduce that availability simply because they would erect higher barriers to data 
exchange. In part, the ease of deidentification results from reliance on system-
atic and therefore predictable practices in the assignment of anonymous identi-
fiers; in such cases, randomization of the assignment process would make rei-
dentification more difficult.37  The strength of the information-processing 
imperative, however, suggests that calls for the public release of deidentified 
data sets would remain strong and that incentives to develop new methods of 
reidentification would remain high. In some such cases, partial privacy 
protection can be achieved by introducing “noise” into data sets at a level that 
does not impair their utility. As long as that effect is reversible, however—a 
state of affairs that regulatory requirements requiring logical proof of concept 
tend to encourage—the likelihood of eventual reidentification is strong.38 Ulti-
mately, then, privacy policy makers must directly confront the extent of the 
stated need for accuracy. In contexts where accuracy is important—public 
health modeling for pandemic detection, for example—accuracy can be offset 
with confidentiality and security requirements. In other contexts, however, 
where there is no such compelling need, the balance should be struck 
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ling need, the balance should be struck differently. In particular, many for-
profit acquisitions of population data for marketing and product research should 
not be permitted at all. 

 The third special case concerns disclosures of personal information via 
social-networking platforms. Regulation of the content of such disclosures 
would be difficult and ultimately counterproductive. Users derive important 
benefits from sharing the details of their lives with friends, family, and others. 
Yet users also derive important benefits from being able to establish and man-
age boundaries, and social-networking platforms have not met that demand 
with capabilities that remotely approach the context sensitivity that task re-
quires. Part of the solution to that problem involves the tools used to designate 
disclosures for particular recipients, and will be discussed below. In addition, 
the privacy impact of social-networking disclosures can be minimized by im-
plementing strict, nonwaivable rules governing commercial partnerships and 
the cross-linking of affiliated data services. Such rules should generally mirror 
the basic data-fiduciary model. Social-networking platforms should be able to 
share some information with trusted advertisers, but must do so without making 
users identifiable and without releasing the shared information for secondary 
uses or combination with data acquired elsewhere. Users who desire it should 
be offered the opportunity to contact advertisers without disclosing their pro-
files. 

 The fourth special case involves linkages between personal information 
and spatial management, including both generalized surveillance and processes 
for authentication of access. A regime of discontinuity-based privacy protection 
requires legal, policy, and technical interventions aimed at preserving adequate 
spatial privacy for situated subjects. Recall from Chapter 6 that the spatial-
privacy interest operates in public spaces as well as private ones. In a net-
worked information society, protection for spatial privacy requires strict limits 
on the retention of data establishing presence in most public spaces and in 
many technically private spaces that serve public functions (for example, a pri-
vately owned shopping center or the student commons at a private university). 
Transfers of such data during the term of its retention would be subject to the 
basic data-fiduciary model, and data-fiduciary rules also would operate to limit 
the real-time correlation of access records with stored profile data gathered 
from other sources. Both on- and off-line, surveillance should be visible; the 
persons or entities conducting it should be identified with particularity; and the 
rules governing the retention and processing of surveillance data should be pub-
licly disclosed. 

 Finally, each of these proposed regimes also intersects with the prob-
lem of government data collection and use for law enforcement and national 
security purposes. As a practical matter, any privately held data set is poten-
tially subject to compelled production, and we have seen that many government 
entities also participate actively in markets for personal information. A system 
of data-destruction mandates would not eliminate the latter activity, but instead 
would simply give the government incentive to acquire data before its destruc-
tion. Government practices with respect to personal information span a vast 
spectrum, and this chapter is already long. Many government uses of personal 
information are not different in kind from commercial uses and could be sub-
jected to similar privacy rules. For present purposes, it is sufficient to note that 
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the most pressing government needs for access to accurate personal information 
in real time, which relate to law enforcement and counterterrorism surveillance, 
are not inconsistent with the principled development and application of a just-
aggregation principle. It is just such a principle that the U.S. system of constitu-
tional and statutory protections has attempted to achieve by erecting procedural 
barriers that revolve around particularized showing of a need for access. In the 
post-9/11 world, many of those protections have eroded. Lawmakers, enforce-
ment officials,judges, and public opinion have become increasingly willing to 
accept the argument that every piece of information, however seemingly in-
nocuous, may reveal a threat to public safety when placed in context. Yet that 
proposition is too often asserted rather than argued for. 

 The push toward more complete profiling in the interest of security re-
flects a particular philosophy of risk management, which holds that risk is most 
usefully conceptualized as an inverse function of logical completeness in in-
formation systems. But the relationship between information processing and 
risk is much more complicated than that view acknowledges. Events in the 
post-9/11 world reveal a dialectical relationship between new technological 
methods of managing risks and risks that new technological methods create. 
Large-scale data mining and complex, automated systems for managing critical 
infrastructures rely heavily on algorithms that align and systematize the mean-
ings of data about people and events. Formally, such systems approximate the 
requirement of logical completeness, an approximation that becomes stronger 
as more and more data are collected. Much evidence suggests, however, that 
relying on such techniques to the exclusion of human judgment does not elimi-
nate the risk of system failure, but instead magnifies the probability that system 
failures will be large and catastrophic. The U.S. government’s development of a 
profile-based system for screening airline passengers inspired the “Carnival 
Booth” study, in which a pair of MIT-based researchers demonstrated how a 
terrorist group might defeat the screening system by hiding its agents within 
designated low-risk groups.39 In 2009, the Washington, D.C., Metro system’s 
exclusive reliance on an automated network-management system produced the 
deadliest subway crash in U.S. history.40 Security experts believe that many 
other critical infrastructure systems are vulnerable to similar disruptions. 

 Chapter 8 explored some of the ways in which discourses of secrecy 
and spectacle underwrite our information policy; automated information proc-
esses intersect with those discourses in ways that can increase the risks of harm. 
Regimes of secrecy premised on need-to-know access to critical information 
increase the likelihood of groupthink and reduce the likelihood that critical per-
spectives will be brought to bear on security practices. The Carnival Booth 
study demonstrates powerfully that insider bias may reinforce the shortcomings 
of automated systems rather than correct for them. Meanwhile, the events lead-
ing up to the attempted bombing of a Detroit-bound airliner in December 2009 
demonstrate that the U.S. security apparatus retains an astonishing capacity to 
ignore the results of human intelligence gathering.41 At the same time, the pow-
erful conceptual link between comprehensive, rationalized information process-
ing and security feeds the public demand for visible, information-intensive 
countermeasures without regard to whether they are also the most effective. As 
a result, security processes may tend to emphasize visibility over efficacy, or 
what Bruce Schneier has called “security theater.”42 
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 Security planning to minimize the likelihood of catastrophic harm re-
quires due regard for the risks of too much information, too much automation, 
and too much secrecy. Many security experts argue that humans are the best 
threat detectors because the insistently analog human brain draws connections 
that automated algorithms may not. The surprising level of consensus on that 
view suggests that the right response to contemporary security threats may be 
counterintuitive: less reliance on predictive profiling and more emphasis on 
heterogeneous and often redundant layers of protection. For present purposes, it 
seems sound to conclude that the regime of privacy protection sketched in this 
chapter would not make us less secure, and might produce the opposite effect. 

 Legal and technical privacy rules animated by a just-aggregation prin-
ciple would work to produce a networked information society characterized by 
respect for what Helen Nissenbaum calls context-relative informational 
norms.43 Critically, this is so whether or not those rules are perfectly enforce-
able. Here, privacy theory and policy can draw useful lessons from the copy-
right experience. Legal prohibitions on infringement are relatively ineffective at 
preventing P2P file sharing of copyrighted sound recordings, but robust mar-
kets for digital music nonetheless have emerged, and the widespread availabil-
ity of lawful, affordable access has supported the development of norms favor-
ing payment. A system of privacy laws will always remain vulnerable to abuse. 
But the processes of norm formation do not run only one way; privacy expecta-
tions are shaped not only by what is possible, but also by discourses about the 
content of legal rights and the nature of good engineering practice. Meaningful 
privacy protection has been difficult to attain because we as a society have been 
unwilling to commit to it either formally or intellectually. If such a commitment 
could be made, there is every reason to think that, over time, a rigorous, princi-
pled commitment to just aggregation would generate its own supporting dis-
courses and norms. Just as in the case of semantically discontinuous copyright, 
moreover, a privacy regime founded on principles of just aggregation likely 
would enhance the legitimacy of the surveillance practices that need to remain 
in place. 

Material Practice within Technical Landscapes 
 Chapter 8 argued that the play of everyday practice has an important 
material dimension that requires room for experimentation and play by situated 
users of networked information technologies. Emergent regimes of authoriza-
tion seek to stabilize commercial relationships and public functions in a way 
that systematically minimizes breathing room for everyday practice, and that 
threatens important social values. Rather than automatically reinforcing such 
regimes, laws governing copyright, trade secrecy, and privacy must work to-
gether to balance fixity and play. To promote semantic discontinuity, legal and 
technical rules governing interconnection should seek to foster a heterogeneous, 
imperfect technical landscape that allows scope for the play of everyday mate-
rial practice while maintaining protection for the privacy of situated users. 

 In technical and policy discussions about the design of network archi-
tectures, the interplay between logical skepticism and technocratic confidence 
revolves around the tension between architectures that are “open,” in the sense 
that no central decision maker controls their interoperability with networks, 
platforms, and tools, and architectures that are “closed.” Technical communities 
and policy communities experience that tension differently. However, dynamics 
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within each community contribute importantly to the emergence and gradual 
entrenchment of regimes of authorization. 

 Computer scientists and technology designers are inclined to view 
technical barriers to interoperability as artificial constraints to be overcome. 
That conviction derives partly from the information-processing imperative, al-
ready discussed. It also derives from a commitment to seamless, interoperable 
design that is both intellectual and aesthetic, and that is deeply internalized in 
the technoculture of computer science and engineering. Seamless interoperabil-
ity and uninterrupted semantic flow are central goals in the theory and practice 
of network design. Belief in the fundamentally artificial nature of barriers to 
data interchange coexists, sometimes uneasily, with technocratic confidence in 
the possibility of defining increasingly granular, code-based rules for authoriz-
ing flows of information. As we have seen, that confidence manifests across 
each of the domains that this book has explored, in the development of rights-
specification languages, surveillance systems, ubiquitous-computing systems, 
search algorithms, and so on. For technologists, the commitments to the foun-
dational importance of openness and to the tantalizing possibility of control are 
reconcilable within a normative framework that expects, and indeed demands, 
continual challenge to reigning theoretical and technical frameworks. Most also 
recognize a role for legal and ethical rules that distinguish between productive 
inquiry and destructive vandalism. 

 For lawyers and policy makers, the considerations surrounding the in-
terplay between openness and closure are more complex, reflecting the influ-
ence of additional, competing normative considerations that relate to social pol-
icy. Many (though not all) policy makers think that, other things being equal, 
open access to technical protocols promotes both innovation and competition. 
Other things often are not equal, however. As we saw in Chapter 8, the law pro-
tects technical secrets for a variety of reasons. In other cases, patent policy may 
support the development and licensing of technical protocols on a proprietary 
basis. In contemporary technology-policy debates, the intellectual property sys-
tem’s institutional support for closed systems based on proprietary technologies 
derives normative reinforcement from the seductive possibility of attaining 
more accurate regulation of behavior. Like Justice Holmes, we are skeptical of 
relying on the insubstantial reeds of virtue and internalized communal obliga-
tion to enforce rules of good conduct; unlike Justice Holmes, we are inclined to 
view the reed of law as equally insubstantial if there are technical measures that 
can accomplish the desired result. And once having committed to the impor-
tance of such systems, policy makers are inclined to think that they should not 
lightly be set aside. In particular, to the lawyers and businesspeople who play 
an instrumental role in defining and extending regimes of authorization, a pro-
fessional culture that encourages the hacking of authorization systems seems 
exotic and alien. 

 Within the A2K paradigm, the ensuing controversies about access to 
and legal reinforcement of proprietary systems are most easily understood as 
debates about the relative merits of openness and closure. A2K advocates keen-
ly appreciate the ways in which restrictions on technical accessibility have 
worked to tilt the playing field to the advantage of the economically and politi-
cally powerful. That history makes them enormously wary of legal involvement 
in standards setting, which they view as vulnerable to political capture, and of 
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mandated restrictions on the technical accessibility of information systems, 
which they view as inevitably disadvantaging the powerless. Scholars like Jack 
Balkin, Yochai Benkler, and James Boyle have argued persuasively that in the 
realm of intellectual property, open access to networks, information, and tech-
nical protocols promotes not only innovation and competition, but also impor-
tant equality-related goals, including freedom of expression and access to the 
fruits of technical innovation. Most A2K advocates acknowledge that unauthor-
ized access to closed systems may legitimately be prohibited in some circum-
stances, but they would drastically narrow the law’s protection of publicly 
available platforms for copyrightable content and other information services. 
They have advocated the adoption of national technology policies mandating 
technical openness in certain core capabilities, and they are inclined to view 
most legal restrictions on interconnection as normatively unjustifiable. When 
confronted with technical mash-ups that recast personal information about net-
work users in new ways—for example, merging the “Twitter stream” with 
global positioning data to pinpoint users precisely in space and time—they have 
been inclined to praise the technical creativity involved and to overlook or ex-
cuse the privacy implications. 

 If we interrogate this binary framing of the relationship between open-
ness and closure from the perspective of everyday practice, things become more 
complicated. The play of everyday practice thrives when openness and closure 
are in balance. Emerging regimes of authorization threaten the play of everyday 
practice not because they implement universal closure, but more precisely be-
cause of the ways that they change the patterns of openness and closure that 
everyday practice requires to thrive. Regimes of authorization establish closed 
circuits of information flow governed by their own internal logics. The patterns 
of information flow created by copyright management and security protocols 
produce important and highly artificial discontinuities for network users, sub-
jecting them to technical and transactional barriers that interfere with creative 
and material practice. Yet regimes of authorization also benefit from openness 
with respect to the collection and flow of personal information about users and 
user communities. Openness and closure together supply the foundation for the 
dynamics of transparency and exposure discussed in Chapter 6, and eliminating 
only legal protection for closure would not rectify the problems that openness 
creates. 

 Consider Google’s recent entry in the social-networking field, Google 
Buzz, which trumpeted its adoption of open-data standards. The most contro-
versial aspect of Google Buzz was Google’s decision to combine data streams 
from its Buzz and Gmail products and to display users’ top Gmail correspon-
dents as their publicly disclosed Buzz “friends.” In response to public outrage 
over this unexpected blending of private and public, Google gave users a way 
to opt out of the default settings.44 Substantive privacy protections such as those 
described in the previous section would limit Google’s ability unilaterally to 
make such disclosures. But the open-data architecture of Google Buzz was no 
different from the proprietary architecture of market leader Facebook in one 
critical respect: it sharply limited users’ power to create, maintain, and revise 
privacy-protective boundaries in context-specific ways. The Twitter stream ex-
ample described above similarly exploits user powerlessness, a point power-
fully demonstrated by the hack of Foursquare’s constant stream of updates on 
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users’ whereabouts to generate Please Rob Me, a site that linked users’ out-and-
about updates with their home cities.45 

 When confronted with the privacy problems that unrestricted technical 
openness can create, A2K advocates tend to become sudden and unaccountable 
believers in the market’s invisible hand. They argue that if platforms that allow 
social networking while protecting personal information are so desirable, users 
will create them, empowering new online communities to which other users 
will flock. As we saw in Part IV, that argument is structurally naive. The social 
and political effects of logical openness must be assessed in the context of a 
market structure that rewards transparency-promoting interconnection. Even 
new technical offerings touted as empowering users tend to harden their posi-
tions on transparency and exposure as they migrate out of the start-up phase. In 
addition, as James Grimmelmann explains, “The design of social network sites 
plays into plenty of well-understood social cognitive biases” by “activat[ing] 
the subconscious cues that make users think they are interacting within 
bounded, closed, private spaces.”46 Under current legal and market conditions, 
more effective tools for managing personal boundaries online are disfavored. 

 The A2K narrative about openness also tends to overlook the fact that 
even communities of practice organized around principles of technical openness 
and seamless interconnection sometimes pursue other values. A central tenet of 
open-source coding practice is that when serious disagreements about project 
direction arise, standards for the project can be “forked.” Within the official 
discourse of open-source software-engineering practice, the possibility of fork-
ing serves as an important meritocratic corrective to the path-dependent engi-
neering process. Yet forking also has other, geographic and political implica-
tions that are less well explored. The choice to fork an evolving protocol might 
be desirable precisely because it offers a choice to enable local platforms tai-
lored to situated users’ particular needs. Nor have open-source software design-
ers fully rejected the closed systems characteristic of regimes of copyright au-
thorization. In the DeCSS litigation, defendants argued that circumvention of 
the copy-protection system for DVDs was intended to create an open-source 
DVD player, and was necessary because no such player was available. Obtain-
ing licensed access to the CSS technology would have required an agreement to 
embed robust, secret functionality at the core of an otherwise open product. 
While the two approaches are not incompatible from a technical perspective, 
some had raised larger questions about their philosophical compatibility. By the 
time the DeCSS case went to trial, however, the DVD Copy Control Associa-
tion had granted two such licenses, evidence that at least two groups of devel-
opers had found the conflict to be reconcilable.47 

 These examples in turn suggest that the equation of logical openness 
with political freedom is too simple. Situated users value openness very highly, 
but many can neither fully embrace standardization nor abandon dialogue with 
closure. As we saw in Chapter 7, moreover, the alignment of unrestricted tech-
nical openness with political and expressive freedom simply restates the tradi-
tional liberal preoccupation with liberty and constraint. The play of everyday 
practice requires no such perfect alignment. Play is not, and could not be, 
wholly liberated from circumstantial constraint; it follows, then, that circum-
stantial constraints need not foreclose meaningful opportunities for play. The 
question is not whether constraints should exist at all, but how to locate them in 
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a way that most effectively promotes all aspects of human flourishing. Wher-
ever they are located, they will be challenged, but that does not necessarily 
make all constraints illegitimate. (Sometimes, transgression is just transgres-
sion.) 

 It is useful to disaggregate the problem of openness and closure into 
two narrower, functional categories subsumed within the paradigm of unauthor-
ized access. One category of decisions concerns whether and when to penalize 
the act of unauthorized access to a closed system. The other concerns whether 
and when to enforce coordination around a closed standard. For regimes of 
authorization to succeed, the law must support both types of action. Many law-
suits that are framed as involving unauthorized access in fact involve the inter-
section of the “coordinated standardization” and “unauthorized access” catego-
ries, and those lawsuits suggest a template for resolution of the regulatory di-
lemma that the push for technical openness creates. The complex interrelation-
ship between everyday practice and technical accessibility requires a regulatory 
landscape designed both to encourage certain kinds of interconnection and to 
promote certain kinds of closure. 

 Consider the recent litigation involving the RealNetworks RealDVD 
media player. RealNetworks designed a system that would enable users to play 
DRM-protected prerecorded DVDs, but it did not permit wholly unrestricted 
access to the content. Instead, it sought to provide access that, while it neither 
conformed in all respects to the applicable proprietary standard nor was author-
ized by the DVD Copy Control Association, nonetheless would provide mean-
ingful copyright protection.48 Plaintiffs objected not because the media player 
created an increased risk of infringement—by any objective standard, it did 
not—but rather because its development and distribution flouted the dominance 
of their regime of authorization. Although the suit was framed as one seeking to 
enjoin the provision of circumvention tools, the real dispute concerned the ex-
tent of legal support for privatized standardization—the extent to which law 
should delegate irrevocably to private actors the authority to specify how much 
content protection is enough. RealNetworks lost because the court read the 
statutory delegation as absolute, but the law could approach questions of privat-
ized standardization differently. 

 The critical underpinning of regimes of authorization is legally sanc-
tioned coordination around a closed standard. It is such coordination that most 
directly threatens human flourishing in the networked information society, and 
that a justice-promoting information policy should seek to neutralize. But the 
RealNetworks dispute suggests that the law could allow interconnection while 
imposing other conditions on it. Situated users should enjoy broad freedom to 
repurpose networked digital artifacts, but that freedom should end where le-
gitimate interests—in copyright, in national security, or in meaningful pri-
vacy—begin. To provide meaningful shelter for the play of everyday practice, 
the law also should seek to counter the hardening of regimes of authorization 
more directly, by defining baseline implementation standards designed to pre-
serve interstitial complexity in the technical environment. 

 In the case of technical protections for copyright, policy makers should 
seek to develop legal rules that differentiate more conscientiously between 
modes of unauthorized access that promote true piracy and modes that further 
the play of everyday practice. First, legal prohibitions on the act of unauthor-
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ized access should distinguish between circumvention for willful infringement 
and circumvention for the expanded set of lawful uses described earlier in this 
chapter. Second and correspondingly, legal prohibitions on the development 
and provision of circumvention tools should be narrowed to permit interconnec-
tion by new, unlicensed content services and media players that afford an ade-
quate amount of protection against unrestricted reproduction and retransmis-
sion. Such prohibitions also should exempt the provision of circumvention tools 
designed simply to assist users in making lawful uses of technically protected 
content. 

 In addition, the law should decline to enforce copyright-protection re-
gimes that unduly burden the play of everyday practice. Many current ap-
proaches to the design of copyright-protection systems attempt to satisfy users’ 
desire for portability of media content without affording parallel flexibility to 
copy and remix. Emerging regimes of authorization encourage technology in-
termediaries to comply with technical and contractual restrictions to minimize 
their own exposure to liability. The law governing copyright protection systems 
should seek to reverse this polarity, giving both copyright owners and interme-
diaries incentives to design and implement systems that incorporate more toler-
ance for play. To claim the benefits of anticircumvention protection, copyright 
owners should be required to produce evidence of such design efforts. To claim 
the benefits of safe harbors from indirect-infringement liability, intermediaries 
should be required to show that their systems do not unduly restrict lawful uses. 
Such burdens are not unrealistic. Efforts by researchers and open-access advo-
cates have shown that it is possible, for example, to define filtering protocols 
for user-generated content more or less restrictively.49 The “least cost avoider” 
rationale for defining and enforcing intermediary obligations tends to magnify 
the importance of legal violations by end users; the more general point, which 
tends to get lost in enforcement-oriented discussions, is that cost considerations 
may make intermediaries an appropriate focus of regulatory leverage in either 
direction.  

 In the case of privacy, policy makers should develop regulatory inter-
ventions that differentiate between interconnection practices that magnify the 
transparency and exposure effects experienced by situated subjects, and other 
practices that offset or minimize such effects. First, the law should permit cir-
cumvention of technical-protection systems for proprietary social-networking 
and gaming platforms as necessary to enable users to make lawful use of their 
own information or transfer it to competing information platforms. Second, it 
should permit interconnection with proprietary platforms and services if and 
only if the new platforms and services enabled by the interconnection afford 
users adequate privacy protection. Such a rule would acknowledge the potential 
cultural and political value of technical mash-ups, but also require mash-up 
creators to introduce other protections to offset the new kinds of information 
that they make visible. For example, the creators of the Twitter stream/GPS 
mash-up described above might compensate for the increased geographic expo-
sure that they create by limiting the accessibility of usernames so that only us-
ers specifically authorized to do so could connect a particular person to a par-
ticular location. 

 In addition, the law should discourage design decisions that unduly 
threaten the play of everyday practice by subjecting users to heightened trans-
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parency and exposure. Here, policy makers can draw concrete lessons from 
more theoretical scholarship about the historically and contextually contingent 
trajectories of human-designed artifacts. The flattened categorical structures 
and the lack of context sensitivity that so-called social software routinely exhib-
its are not inevitable, but rather reflect both the circumstances under which so-
cial-networking platforms arose and the values of their designers and operators. 
Two circumstantial factors in particular are worth considering more carefully. 
First, the vast majority of early adopters of social-networking technologies 
were quite young. Many (though not all) such individuals operate within flatter 
social schema than adults do, and consequently have less experience managing 
the boundaries that separate contexts from one another. This does not mean that 
the young do not value privacy; researchers who study online youth culture 
have shown that teens and twentysomethings often care deeply about preserv-
ing the contextual integrity of their online disclosures.50 Nor does it mean that 
we should all simply learn to practice selective amnesia toward embarrassing 
antics and disclosures, as some commentators have argued. It means, instead, 
that the online behaviors of those who are still learning to construct and manage 
personal boundaries should not supply the normative baseline for policy mak-
ing. 

 Second, as danah boyd has observed, certain design features of popular 
social-networking platforms—their relatively rigid, algorithmic categorization 
of people, and their inability to facilitate certain kinds of contextual separa-
tion—likely reflect the predilections and dysfunctions of geek culture rather 
than the preferences of social-networking participants more generally.51 Wheth-
er to embrace those predilections is itself a choice, and one with large conse-
quences. The failure to erect obstacles to the market-driven logics of transpa-
rency and exposure invites those logics to expand into the spaces where 
boundary management is impaired. The inability to reinforce contextual separa-
tion also intersects with and reinforces majority cultural norms; its “nothing to 
hide” ethos effectively privileges a way of being in the world that many peo-
ple—immigrants bridging two cultures, gay and minority youth, people strug-
gling to extricate themselves from difficult or abusive relationships—do not 
experience. 

 As in the case of copyright, regulators should seek to reverse the polari-
ties in social-software markets that favor the provision of overly lax and con-
textually insensitive privacy-management features. In particular, regulators 
should pursue two kinds of intervention. First, they should require developers 
of social-networking services to implement strong pro-privacy default rules and 
to educate users on their importance. Second, they should promulgate standards 
regarding the substantive adequacy of privacy-management tools that create 
incentives to develop such tools and provide adequate instruction on their use. 
A conceptual template for this sort of regulation may be found in the movement 
for value-centered design, which stresses the iterative articulation of and en-
gagement with normative values throughout the design process.52 By analogy to 
the doctrines that establish secondary liability for copyright infringement, one 
might imagine a rule establishing liability for providing privacy-management 
tools that do not enable a reasonable degree of contextual variation and that do 
not afford a reasonable level of control. What is reasonable would depend on 
the state of the art, but would be the subject of an obligation to make continuing 
improvements. 
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 A combination of conditional interconnection privileges and value-
driven design obligations would work to sustain and reinforce interstitial com-
plexity in the networked information environment. This in turn would help pre-
serve semantic discontinuity within networked physical and digital spaces, sa-
feguarding the processes and practices through which culture moves and 
changes and through which embodied, situated subjectivity is formed. Such a 
regime would entail a type of constraint on innovation; as we have seen, how-
ever, innovation in the service of openness is not an unmitigated good. We ac-
cept without question that new drugs should be evaluated for their effects on 
human health; so too, new technologies should be evaluated for their effects on 
human flourishing. Judged according to that standard, the regime I have 
sketched fares well. Most minimally, it is preferable to both of the currently 
existing alternatives—to the constraints on innovation imposed by regimes of 
authorization, on the one hand, and to the constraints on evolving subjectivity 
that result from transparency and exposure, on the other. More fundamentally, 
it would focus the attention of policy makers and technologists on the important 
and difficult challenge of facilitating the play of everyday practice so that the 
situated subjects and communities who engage in it can thrive. 
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10 
Conclusion: 

Putting Cultural Environmentalism into Practice 
 

 

 

The premise of this book has been that meaningful reform in informa-
tion law and information policy requires a deep and fundamental rethinking of 
the most basic assumptions on which they are founded. Properly understood, 
“cultural environmentalism” requires engagement with culture in all its messy, 
materially embedded heterogeneity, and demands that we learn to value privacy 
as well as access and interstitial complexity as well as seamless rationalization. 
Put differently, it requires change in a culture that thinks culture and materiality 
unimportant and that treats gaps in market and informational frameworks as 
imperfections to be eliminated. That argument, though, suggests a chicken-and-
egg problem: cultural change and legal change are both necessary, but each is 
dependent on the other. How are we to begin? A final lesson from everyday 
practice, however, is that practice does not need to wait for an official version 
of culture to lead the way. It seems appropriate, therefore, to close this extended 
meditation on the necessity of putting practice into cultural environmentalism 
with some thoughts on strategies for putting cultural environmentalism into 
practice. 

 Let us begin by returning to the point where we started: to the enclosure 
and environment analogies that proponents of free culture and A2K have in-
voked to support their arguments for reform. Reconsidered in historical and 
cultural perspective, those analogies usefully illuminate three important direc-
tions for the practice of cultural environmentalism. 

 One direction concerns the way that we talk about cultural environmen-
talism. Over the past decade, legal scholars have applied themselves with a will 
to the task of reimagining information-policy discourse in cultural environmen-
talism’s image, producing new theoretical constructs and elegant economic 
models. That work has produced much that is valuable, and has strengthened 
calls for a new way of thinking about information law and policy. What I have 
in mind here, however, are narratives that are relentlessly ethnographic and that 
force attention over and over again to the ways that culture moves, to the ways 
that subjectivity is made and remade, and to the ways that the play of everyday 
material practice leads to technical and social innovation. In a word, putting 
cultural environmentalism into practice requires good storytelling. We need 
stories that remind people how meaning emerges from the uncontrolled and 
unexpected--stories that highlight the importance of cultural play and of the 
spaces and contexts within which play occurs. 
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 A second direction concerns the relationship between cultural environ-
mentalism and the practice of regulation. Some scholars charge that if taken 
seriously as a prescription for law- and policy making, the theory of capabilities 
for human flourishing would undermine social welfare because its distributive-
justice requirements would stifle technological and market innovation.1 That 
argument presumes that innovative processes are not already constrained by the 
demands of existing interest groups; it presumes, in other words, that such 
processes now follow essentially neutral, merit-based trajectories, which the 
capabilities approach would derail. The presumption of a neutral baseline plac-
es the burden on reform proponents to prove that the changes they advocate 
will not make matters worse. And the argument about the vulnerability of inno-
vative processes posits that the possibility of transformation in the technologi-
cal and economic conditions of contemporary life is oddly fragile, simultane-
ously within our grasp and at constant risk of slipping away. But those conclu-
sions are historically and theoretically unfounded. 

 In his history of the (first) enclosure movement and the industrial revo-
lution in Britain, Karl Polanyi wrote about a “great transformation” of eco-
nomic and social systems, driven by the need to subject labor, land, and money 
to the demands of a rapidly industrializing and increasingly nationwide market 
economy. As Polanyi explained, however, labor, land, and money are “ficti-
tious commodities”; they are not produced for sale and exist independently of 
the market system that attempts to dispose of them. Although powerful social 
forces may press toward unrestricted commodification of these items, their reg-
ulation purely by market mechanisms 

would result in the demolition of society. For the alleged com-
modity “labor power” cannot be shoved about, used indis-
criminately, or even left unused, without affecting also the hu-
man individual who happens to be the bearer of this peculiar 
commodity. . . . Robbed of the protective covering of cultural 
institutions, human beings would perish from the effects of so-
cial exposure; they would die as the victims of acute social dis-
location through vice, perversion, crime, and starvation. Nature 
would be reduced to its elements, neighborhoods and land-
scapes defiled, rivers polluted, military safety jeopardized, the 
power to produce food and raw materials destroyed. Finally, 
the market administration of purchasing power would periodi-
cally liquidate business enterprise, for shortages and surfeits of 
money would prove as disastrous to businesses as floods and 
droughts in primitive society.2 

 In fact, the dislocations and disasters described by Polanyi occurred, 
and caused immense suffering to the ordinary people who lived through them. 
The human suffering occasioned by enclosure and industrialization was allevi-
ated not by the workings of the market, but by the development of “protective 
countermoves,” such as regulation of wages and working hours, that were ru-
dimentary precursors of the social safety net that modern industrial societies 
employ. Those reforms--all of which were experiments--did not stifle the bur-
geoning industrial economy, which proved more than robust enough to tolerate 
them. Instead, they prevented it from consuming itself. 
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 This historical example holds three important lessons for policy makers 
in the emerging information society. The first lesson concerns the difference 
between historicism and determinism. Like the first “great transformation,” the 
transformation now underway is probably inevitable. Fifty years from now, we 
will think of information networks and information markets differently than we 
do today. Many concepts that seemed unquestionable today will strike us as 
quaint and outmoded. That said, however, there is still enormous room for dis-
cussion about what the emerging information society will look like. Polanyi’s 
analysis reminds us that the precise pathways of transformation are not prede-
termined. What is inevitable is change, not any particular set of economic, po-
litical, or social institutions. 

 The second lesson concerns the fiction of a self-regulating market 
economy. It is dangerous folly to think of markets as separate and independent 
from the societies in which they operate. In particular, the message that Polanyi 
sought to impart about the commodification of labor, land, and money applies 
to information as well. In the networked information society, human beings 
amass and trade or withhold information to promote self-interested economic 
goals. At the same time, information is stored in human minds and transmitted 
by human communication. It is the stuff of our collective culture, and a shift to 
the pure-commodity vision of information is neither feasible nor desirable. To 
avoid injustice, policy makers must consider the welfare of humans in addition 
to the welfare of markets. 

 The final lesson of the first enclosure movement is outside the frame of 
Polanyi’s analysis. Those who opposed the first great transformation did not 
include only dispossessed tenant farmers, but also a group of agitators who 
have come to be called Luddites. Today, we think of a Luddite as someone who 
opposes technological advance, but historians have shown that this was not 
necessarily true. What the Luddites opposed, instead, was technology devel-
oped in a particular way and deployed in the service of an economic philosophy 
with which they deeply disagreed.3 The Luddite challenge could not be met 
simply by enacting wage and working-hour regulation. It required recognition 
of the fact that the trajectories of technological development are not inevitable, 
and that some kinds of labor, though inefficient by commodity-market stan-
dards, may be worth privileging for their own sake. Such recognition was not 
forthcoming, and the Luddites became a vignette for the history books, a cau-
tionary tale for technological naysayers. 

 So retold, the tale of the Luddites poses an important challenge for 
scholars and policy makers in the emerging networked information society. If 
technologies do not have natural trajectories, it is our obligation to seek path-
ways of development that promote the well-being of situated, embodied users 
and communities. When our preferred policy prescriptions persistently produce 
information architectures and institutions that undermine human flourishing in 
critical ways, it is time to question them and to experiment with ways of doing 
better. The tale of the development of regulatory countermoves to mitigate in-
dustrialization’s costs, meanwhile, reminds us that attention to human values 
need not undermine the future of valuable innovation. Processes of technologi-
cal and economic innovation are self-motivating; they are not so easily derailed. 
Both stories suggest that putting cultural environmentalism into regulatory 
practice entails looking backward, and taking seriously history’s lessons about 
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the complex interrelationship of innovation, regulation, and social welfare. 
They suggest, as well, that those who oppose attention to human values should 
bear the burden of justifying their preference for existing patterns of influence 
over technological development. 

 A third direction for the practice of cultural environmentalism concerns 
the market valuation of information and information services. Technologies do 
not have fixed developmental trajectories, but they do have trajectories, which 
emerge gradually as the result of many decisions made by individual and insti-
tutional actors. Prevailing understandings of market value and market risk have 
large consequences for the design of information technology products and serv-
ices and for the development and funding of new information technology ven-
tures. Making different decisions requires different methods of assessing value 
and risk. 

 As we have seen throughout this book, the theme of risk management 
pervades debates about information law and policy. Firms that invest in copy-
righted content argue that more complete copyright rights provide important 
security in an increasingly uncertain world. Firms and governments that make 
use of personal information advance a different version of the uncertain-world 
argument, asserting that derogating from their current freedoms will undermine 
profitability, sap innovation, and jeopardize security. These linked arguments 
for logical completeness in entitlements and regulatory restraint reflect an un-
derstanding of risk in which gaps in legal and informational frameworks pro-
duce vulnerability. That view in turn shapes the operation of capital markets, 
where a range of players from venture capitalists to private-equity analysts rely 
on financial projections to steer investment in information and technology 
firms. 

 The understanding of the relationship between information and risk 
management reflected in contemporary information-policy debates is a seduc-
tive one, but it is incomplete. Practices of risk identification and risk manage-
ment are socially constructed in important ways. Although we are culturally 
predisposed to understand them that way, incomplete legal and informational 
frameworks do not themselves create risk. The possibility of harm from unpre-
dictable future events is an unavoidable fact; to undertake any prospective en-
terprise is to confront risks of all sorts. Strategies focused on the elimination of 
gaps in informational frameworks can magnify risk, either by exacerbating pre-
existing dangers or by creating new ones. One seeking evidence for that propo-
sition need look no farther than the recent and still-ongoing meltdown of the 
global financial system, an event precipitated by the toxic combination of reli-
ance on automated, logically complete financial models and regulatory defer-
ence to those models.4 In a similar way, reliance on the logics of commodifica-
tion, transparency, and exposure simultaneously creates large risks to the proc-
esses of human flourishing and disables policy makers from recognizing those 
risks. 

 Meanwhile, there is ample evidence that capital markets do not under-
stand how to value either the positive externalities that result from imperfect 
ownership rights in intellectual goods or those that result from incomplete ac-
cess to consumers’ personal information. Consider YouTube, which has strug-
gled to turn a profit despite its high market valuation. YouTube’s owner, Goo-
gle, faces ongoing pressure from investors who fail to see the profit potential in 
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users’ home-created videos of themselves, their children, and their pets, and 
who would prefer to see Google devote more efforts to attracting mainstream, 
predictably monetizable content. Social-networking giant Facebook has pur-
sued a variety of schemes for monetizing users’ personal information, repeat-
edly angering its subscribers, because extant metrics for market success de-
mand and reward such monetization. 

 Putting cultural environmentalism into practice requires sweeping 
changes in the theory and practice of valuing information so that market logics 
will not push quite as inexorably toward commodification, transparency, and 
exposure. Corporations and financial institutions have struggled with the bal-
ance sheet and stock market implications of sustainable-development policies. 
Efforts to generate an “economics of sustainability” and associated metrics for 
corporate social responsibility have borne some fruit, but work in that direction 
is still preliminary. In a similar way, the institutional actors that play central 
roles in the cultural ecology will need to struggle with the financial implications 
of sustainable-development policies designed to nurture the cultural environ-
ment. Financial accounting and projection are decidedly unromantic topics, but 
the central importance of financial markets in the organization of cultural and 
technological production suggests that practitioners of cultural environmental-
ism should give those topics their sustained attention.5 

 Strategies for implementing cultural environmentalism will not emerge 
full-blown. As we have seen, that is not the way either culture or innovation 
works. They will emerge gradually as the result of situated actions taken in the 
belief that a just information society should prize both openness and privacy 
(even though that requires difficult distinctions to be made and maintained), 
that innovation can serve human values (even if the endpoints are not clearly in 
view), and that human flourishing requires the relaxation of technocratic logics 
(even in the face of our own discomfort). This great transformation too seems 
unthinkable, but it is within our reach. 

 

Notes 

 

1 See, for example, Epstein, “Decentralized Responses to Good Fortune and Bad Luck.” 
2 Polanyi, The Great Transformation, 73. 
3 See Jones, Against Technology, 9, 47-49. 
4 For discussion of the role that technologically driven risk management played in the 
collapse of the global financial system, see Bamberger, “Technologies of Compliance.” 
On the cultural construction of risk more generally, see Beck, Risk Society; Douglas, 
Risk and Blame; Ericson & Doyle, Risk and Morality. 
5 See, for example, Heal, Valuing the Future; Rogers, Jalal, and Boyd, An Introduction 
to Sustainable Development, 260-312. One noteworthy early effort to develop practices 
for valuing the cultural environment is Pasquale, “Toward an Ecology of Intellectual 
Property.” 
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